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Abstract represented by an influence function. It is also interesdting

draw connection to the recent work on (some kind of) manip-

) ulation in computational social choice. In so-calledbery
c[ares th?'r. preferences over a common set Of. can- problems|[Faliszewskiet al, 2009, an agent has typically
didates, it is often the' case that such agents inter- 4 jimited budget he can spend to modify the vote of other
act and exchange opinions before voting. In this  ;oents  |n thesafe manipulatiorsetting[Slinko and White,
initial phase, agents may influence each other and 504 ‘it is assumed that an influential agent can be imitated
therefore modify their preferences, until hopefully in his vote by a proportion of followers. These are clearly
they reach a stable state. Recent work has mod- g0 cific notions of influence, but restricted in the sense tha
elled the influence phenomenon in the case of vot- g6 influencing agent is considered, and that the psoces
ing over a single issue. Here we generallzg this is simply one-shot. In many real scenarios, influence among
model to account for preferences over combinato- 5 ontq does not stop after one step but it is an iterative pro-
rially structured domains including several issues. cess
When agents express their preferences as CP-nets, H i lize th del f f
we show how to model influence functions and to ere we generalize these models to account for preferences
aggregate preferences by possibly interleaving vot- over combinatorially structured domains including sehisra
ing and influence convergence. sues. In fact, often a set of agents needs to select a common

decision from a set of possible decisions, over which they
) express their preferences, and such a decision set has a com-
1 Introduction binatorial structure, that is, it can be seen as the comibimat

In a multi-agent context where a set of agents declares thefff certain issues, where each issue has a set of possible in-
preferences over a common set of candidates, it is often thefances. Consider for example a car: usually it is not seen
case that such agents interact and exchange opinions befdi@ @ Single item, but as a combination of features, such as its
voting. For example, in political elections, polls provide ©€Ngine, its shape, its color, and its cost. Each of thesarfest
representative sample of the opinion of the voters, and som@aS Some possible instances, and a car is the combination of
influential people may declare their vote inclination. More Such feature instances. If a family needs to buy a new car,

over, in social networks, people often exchange their opimi  €ach family member may have his own opinion about cars,
before taking a decision. and the task is to choose the car that best fits the preferences

In this initial phase, agents may influence each other an@f €verybody.
therefore modify their preferences. For example, in pditi Usually preferences over combinatorially structured do-
elections, a voter may be influenced by the opinion of esmains are expressed compactly, otherwise too much space
teemed people. In a work environment, the participants to aould be needed to rank all possible alternatives. CP-mets a
project meeting may have to take one or more decisions abo@ successful framework that allows one to do {fsutilier
the project plan and may be influenced by the opinion of exet al, 2004. They exploit the independence among some

In a multi-agent context where a set of agents de-

perts of the field. features to give conditional preferences over small sglisfet
The concept of influence has been widely studied in psythem.
chology, economics, sociology, and mathemaf@sGroot, CP-nets have already been considered in a multi-agent set-

1974; P. DeMarzo, 2003; Krause, 200CRecent work has ting [Rossiet al, 2004; Lang and Xia, 2009; Purrington and
modelled the influence phenomenon in the case of takingpurfee, 2007; Xiaet al, 2009. Here we adapt such frame-

a decision over a single issU&rabisch and Rusinowska, works to incorporate influences among agents. We allow in-
201d. In this influence framework, each agent has two posfluences to be over the same issue or also among different
sible actions to take and it has an inclination to choose éne dssues. We show how to model influence functions and we ob-
the actions. Due to influence by other agents, the decision aferve that influence and conditional preferential depetyden
the agent may be different from the original inclination.eTh in CP-nets have the same semantic model. This allows us to
transformation from the agent’s inclination to its decisie  naturally embed influences in a multi-agent CP-net profile.



We then propose a way to aggregate preferences by possit®i2 CP-nets

interleaving voting and influence convergence. CP-nets[Boutilier et al, 2004 are a graphical model for
compactly representing conditional and qualitative prefe
2 Background ence relations. CP-nets are setseferis paribus (cppref-
21 Influence functions erence statements. For instance, the statehhqmlef_er red
wine to white wine if meat is servedsserts that, given two
In [Grabisch and Rusinowska, 241& framework to model meals that diffeonlyin the kind of wine servedndboth con-
influences among agents in a social network environment igjning meat, the meal with red wine is preferable to the meal
defined. Each agent has two possible actions to take and \jith white wine.
has an inclination to choose one of the actions. Due to influ-  Formally, a CP-net has a set of featufes= {z1, ..., z,}
ence by other agents, the decision of the agent may be difgith finite domainsD(z1). ..., D(x). For each feature;,
ferent from its original inclination. The transformatiomim e are given a set qfarentfeaturesPa(z;) that can affect
the agent’s inclination to its decision is represented binan the preferences over the valuesaof This defines alepen-
fluence function. In many real scenarios, influence amongency graptin which each node; hasPa(z;) as its immedi-
agents does not stop after one step but it is an iterative progte predecessors. Given this structural information, s
cess. ) _explicitly specifies her preference over the values:pfor
Any influence function oven agents can be modelled via each Comp|ete assignmaﬂ] Pa(xz) This preference is as-
a matrix with2" rows and2" columns, where each row and sumed to take the form of total or partial order o@@{z;).
column correspond to a certain state (a vector containiag thAn acyclic CP-net is one in which the dependency graph is
agents’ inclinations). A 1 in the ce(lS,T) of the matrix  acyclic.
means that from statg we pass to stat& via the influence Consider a CP-net whose features areB, C, and D,
function. Alternatively, the influence function can be mod- yth binary domains containing and f if £ is the name
elled via a graph where nodes are states and arcs model stajethe feature, and with the preference statements as fellow
transitions via the influence function. If we adopt the itera , . 7 3 3 (@aAb)V (@AD) : ¢ = T, (aAB)V (@Ab) : ¢ = c
tive model of influence, we may pass from state to state untiicl _ d’> p 6 . d > d Here staiemerrt C are resen,ts
stability holds (that is, in the graph formulation, we areain tr[:é unconaitidnal pref.erence’ fof — a over A — ap while

ithal I = : =
igar;tser%%resented by & node with & loop), or we may also n% atement : d > d states thatD = d is preferred to D4,

Let us consider some examples of influence functions, agven thatC’ = & .
defined in[Grabisch and Rusinowska, 2410 The semantics of CP-nets depends on the notion of a wors-

ening flip. Aworsening fligs a change in the value of a vari-

e The Fol influence function considers two agents, eachable to a less preferred value according to the cp-statement
of which follows the inclination of the other one. This for that variable. For example, in the CP-net above, passing
influence function converges to stability only when the from abed to abed is a worsening flip since is better thare
initial inclination models consensus between the twogivena andb. One outcomer is betterthan another outcome
agents. If we start from another state, influence iterations (written o >~ () iff there is a chain of worsening flips from
never stops. a to 8. This definition induces a preorder over the outcomes,

e On the other hand, in thig influence function, where Which is a partial order if the CP-net is acyclic.

each of agent follows only its own inclination, all states ! general, finding the optimal outcome of a CP-net is NP-
are stable. hard [Boutilier et al, 2004. However, in acyclic CP-nets,

. . . . there is only one optimal outcome and this can be found in

e Another example is the influence function modelling the|inear time by sweeping through the CP-net, assigning the
presence of a guru, callédur, where one of the agents 4t preferred values in the preference tables. For inetanc
is the guru and all other agents follow him. Such aj, the CP-net above. we would choode— « andB = b
function has two states, which both represent consensugenc — ¢ and therD = d. In the general case the opti}nal
Given any initial inclination, the iteration will converge ) icomes coincide with the solutions of a constraint proble
to one of the stable states. obtained replacing each cp-statement with a constfBiratf-

e A final example, that we will consider also later in the man and Dimopoulos, 2004For example, the following cp-
paper, is theConf3 influence function, that models a statement (of the example abov@)A b) V (@A b) : ¢ = €
community with 4 people which follow a Confucian would be replaced by the constraiatA b) V (@ A b) = c.
model. The four people are a king, a man, a woman, |n the context of preference aggregation, CP-nets have
and a child. The man follows the king, the woman andpeen used as a compact way to represent the preferences of
child follow the man, and the king is influenced by oth- each voter. In particular, iiLang and Xia, 200Bthe authors
ers only if he has a positive inclination, in which case heshowed that a sequential single-feature voting protocnl ca
will follow such an inclination only if at least one of the  find a winner object in polynomial time. Moreover, such an
other people agrees with him. [Grabisch and Rusi- approach has several other desirable properties, wherfthe C
nowska, 201Dit is shown that this influence function nets satisfy a certain condition on their dependencieedall
always converges to one of two stable states, which botp-legality. In [Lang and Xia, 2008 the CP-nets must be
represent consensus, depending on the initial state.  acyclic, and their dependency graphs must all be compatible



with a given graph ordered according to the feature orderingf some variables. For example, an agent could say "if we de-
in the voting procedure. In other words, there is a linear orcide to drink wine, | will follow Bob’s preferences, othesei
derO over the features such that for each voter the preferenclewill follow my inclination”.

over a feature is independent of features following ifin Besides this form of influence over the same feature, we
also want to allow influence to come from the preferences of
3 Modelling influence other agents over different features. For example, assume a

_ ) . set of friends needs to decide whether to go out togetheytoda
The setting we consider consists of a set@gents express- o tomorrow, and if to have dinner or lunch. Then an agent

ing their preferences over a common set of candidates. Thgy|q say "if Bob prefers to go out tomorrow, | prefer to go
candidate set has a combinatorial structure: there is a cong, dinner”.

mon set of features and the set of candidates is the Cartesian|, [Grabisch and Rusinowska, 2414h influence function

product of their domains. Thus each candidate is an assighs 5 set of statements, or equivalently a matrix or a graph, sa
ment of values to all features. ing how agents are influenced by each other. We will model

For the sake of simplicity of the technical developments ofgach influence function via one or more conditional influence
this paper, we assume features to be binary (that is, with tW@tatements.

values in their domain). However, the approach we propose - ] )

can be generalized to non-binary features. Definition 2 A conditional influence statement (ci-
Each agent expresses its preferences over the candidagtement) on variablé” has the form

via an acyclic CP-net. Moreover, we assume that these CP- _ — ool X

nets are compatible: givem CP-netsNy, ..., N,, they are Xy =vr X = v o(X)

said to be compatible if the union of their dependency graphswhereo(X) is an ordering over the values of variablg.

that we callDep(Ny, ..., N, ), does not contain cycles. No- VariablesX, ... X}, are the influencing variables and vari-

tice that compatible CP-nets do not necessarily have the samable X is the influenced variable.

dependency graph.

A ci-statementX; = vy,..., X, = v = o(X) models
Definition 1 Givenn agents andn binary features, a profile the influence on variabl& of an assignment to the set of in-
is a collection ofn. compatible CP-nets over the features.  fluencing variablesX, ..., X;. A ci-table is a collection of

ci-statements with the same influencing and influenced vari-
ables, and containing at most one ci-statement for each as-
signment of the influencing variables.

As in CP-nets dependencies are graphically denoted by hy-
perarcs, we also use hyperarcs to graphically denote egtab

A profile models the initial inclination of all agents, that i Such hyperarcs go from the influencing variables to the influ-

their opinions over the candidates before they are inflt@nceenced vanablg. To distinguish them from the dependencies,
we call them ci-arcs.
by each other.

Since the set of features is the same for all agents, but eadPefinition 3 An i-profile is a triple(P, O, S), where
agent may have a possibly different CP-net, to avoid con- ¢ pis g profile
fusion we call variables the binary entities of each CP-net. ) . ]
Thus, given a profile withn features, for each feature there ~® O is an ordering over then features of the profile, and
aren variables modelling such a feature, one for each CP-net. ¢ § is a set of ci-tables.
Thus the whole profile has x n variables.

We note that our notion of profile coincides with the notion
of O-legal profile in[Lang and Xia, 2000

Given a profile P with CP-netsNy,..., N,, we will
abuse the notation and often writBep(P) to mean
Dep(Ny,...,Nyp).

Moreover:
3.1 Conditional influence e The ordering O of the features must be such that

A straightforward way to include influences into profiles is Dep(P) has only arcs from earlier variables to later

to have influence functions act on each single feature, as in ~ Variables. This ordering partitions the set of variables

[Grabisch and Rusinowska, 2410That is, the preferences into m levels. Variables in the same level correspond to

of an agent over a certain feature may be influenced by the ~ the same feature.

preferences of one or more other agents over the same feature e The ci-tables of an i-profile must be such that each vari-
While influence functions idGrabisch and Rusinowska, able can be influenced by variables in her level or in

201d allow only for positive influence, we adopt a more gen- earlier levels, but not in the same ci-statement.

eral notion of |anuencg, Whlch ch_anges the opinion Of. an Notice that, because of the restriction we impose on ci-

agent but not necessarily making it the same as the Opmlo{;ables ci-arcs in an i-profile can create cycles only within

of the influencing agents. Thus, being influenced just mean ar'abies of the same Ig ol y y

that an agent modifies his opinion w.r.t. his current inclina var Vel.

tion. For example an agent could say that "if Bob likes whiteExample 1 Consider the i-profile of Figure 1. There are

wine, | would like to take white wine as well”, or "if Alice three agents and thus we have three CP-nets. In this example

doesn't like pasta, | would like to take pasta”. the three CP-nets have the same dependency structure (thus
Moreover, we allow for conditional influence that holds they are obviously compatible). There are two binary fea-

only in a specific context, where the context is the assignmertures: X and Y, with values, respectively; and z, and y



and . The orderingO is X = Y. Thus the i-profile has of as many influence statements as the number of people in-
six variables denoted h¥(;, X5, X3, Y7, Y3, andY3. Each  volved, and thus we have obtained a much smaller number of
variable X; (resp.,Y;), with: € {1, 2, 3}, has two values de- ci-statements.

noted byx; andz; (resp.,y; andy;). Notice that values; for Given an influence functiorf, we will call ci(f) the ci-

the variablesX; correspond to value for X, and similarly  statements modelling.

for Y. The variablesX; belong to the first level while the )

variablesY; belong to the second level. Cp-dependencies aré.3  Ci- or cp-statements?

denoted by solid-line arrows and ci-statements are denotett is interesting to notice that ci-statements can be imeggal

by dotted-line arrows. As it can be seen, agent 3 is influenceds cp-statements. In fact, if we see the statemeffs as cp-

(positively) on featureX by agent 2. statements, their optimal outcomes coincide with the stabl
states of the influence functiofh
X2:X3>X3 As it is known[Brafman and Dimopoulos, 20D4the op-
T, RIS timal outcomes of a set of cp-statements are the solutions of
@ Kisx1 @ x25¥2 “@ @>x3 a set of constraints, where each constraint correspondeto on
of the cp-statements. Following this approach, the coimésra

corresponding to the statements above are:

o for the king:
T — —— = Tk
TpTmTwTe = Tk

XLylyl égvg ggg TpTm — — = Tk

- N > N
xLyl>yl xeyezy Tp — Ty— = Tk
Thp — —Te = T

Figure 1: Example of an i-profile. o for the man:
Tk = Ty
T = Tm
3.2 Modelling influence functions e for the woman:
Consider theConf3 influence function. There is a binary is- T = Tow
sue to be decided upon, and four people that express their Z,, = T,
opinions: a king, a man, a woman, and a child. The man fol- for the child:
lows the king, the woman and child follow the man, and the
king is influenced by others only if he has a positive inclina-
tion, in which case he will follow such an inclination only if . ) .
at at least one the other people agrees with him. As shown The only two solutions of this set of constraints are:
in [Grabisch and Rusinowska, 201this influence function  (Zk: Tm, Tw, Tc) AN (Zk, T, 2, ), Which are exactly the
converges to one of two stable states, which both represef/0 Stable states of theonf3 influence function.
consensus, depending on the initial state. Theorem 1 Given an influence functiofi, consider the cp-
To model this function, we may use a single binary featurestatements corresponding the ci-statemetg). Then the
X and 4 binary variables(y, X,,, X,,, andX.. Each vari-  optimal outcomes afi(f) coincide with the stable states of
able X;, withi € {k, m,w, c}, has two values denoted by ¢,
andz;.
The ci-tables representing the influences are:

T, = X
Tm = T

In other words, influences and cp-dependencies are not dif-
ferent in their semantics. This is very useful, since itwafio

King Man for a very simple integration of ci- and cp-statements in the
Th— —— Tk = Th | TR T = T same profile. However, we need to give them a different syn-
ThTmTwTe T = Th | Tk 2 T = T tax since we must distinguish between the initial inclioati
ThTm — —  Th = Tk of the agents, given by the cp-statements, and the influences
Th — Tw— 3 Tk = Tk given by the ci-statements. In fact, influences modify the in
Th— —Te  Tp = Th tial inclination by overriding the preferences, but the ogige

does not hold. So it would be a mistake to just treat the ci-
statements as additional cp-statements in the profile.

Woman Child
T 2 T = T | T 2 Te = Te 4 Aggregating influenced preferences
T 2t T > T | Tm o2 Te > T

We will now propose a way to aggregate the preferences con-
A general mapping from any influence function to a set oftained in an i-profile, while taking into account the influenc
ci-statements can easily be defined. In general, this mgppirfunctions. The main idea is to use a sequential approach
will produce between andn x 2" ci-statements if we have where at each step we consider one of features, in the ogderin
n agents. In the above example we have exploited the factated by the i-profile. The method we propose includes three

that the influence function has a compact formulation in g2rm main phases: influence iteration within one level, propagat



from one level to the next one, and preference aggregation. A4.2  Propagation

the end, a winner candidate will be selected, that is, a valugynce the variables of a certain level have been fixed to some
for each feature. _ _ _ values, by the influence iteration procedure outlined apove
In the following subsections, we will describe each of theseye can propagate to the next level this information by con-

phases and how they can be combined. sidering the ci- and cp-statements that go from the current
level to the next one. Propagation through a ci- or cp-table i
4.1 Influence iteration achieved by eliminating the conditional statements thiztrre

to conditions not satisfied by the chosen assignment of the in
For each feature, we consider the influences among diffeffluencing or parent variables. The resulting table has gxact
ent variables modelling this feature and thus belonging¢o t one value ordering, giving us the inclination of that valéab
same level. What we need to do is to find, if it exists, the sta- Since influence overrides preference, we first look at the
ble state of such influences corresponding to the initidl-inc ci-tables and set the inclination of the influenced varigble
nation of the agents. Such inclination is given by the cpetb according to such tables. For the variables whose inctinati
of these variables in the profile. has not been determined after this step, their inclinatidh w

Consider the hypergraph corresponding to the ci-be determined by their cp-tables.

statements over variables representing the same featuere. W After this, we are ready to handle the next level as we did
consider this hypergraph to be cyclic if there are cycles offor the first one, since all of its variables are now subjedty on
length at least 2. In fact, a cycle of length 1 models the facto influence functions.

that a variable is influenced by other variables and alsody it )
current inclination. 4.3 Preference aggregation

Notice that, when we are at the first level, the variables arén the previous section we have described how to reach stabil
all independent in terms of cp-dependencies, so each ageity within one level and how to propagate the decision taken
has an inclination over the values of his variable which doest one level to the next one. It remains to decide when to per-
not depend on any other variable. form preference aggregation in order to obtain a winner from

To find stability or to find out that there is no stable state,the profile.
we employ an iterative algorithm (see Algorithm 1 below). If the influence statements within each level model an in-
This algorithm starts with the assignmenbf all variables ~ fluence function which always converges to a consensus state
given by their initial inclination, which can be seen in thei as itis the case for théur or theConf3 functions, then ag-
cp-statements, and moves to another assigneidaytsetting ~ gregation is redundant, since all variables at the samé leve
the value of each variable to its most preferred value giverhave the same value. Thus the most preferred outcome is the
the values ins of its influencing variables (this is achieved same for all agents, and this will be declared the winner(wit
by function ci-flip in Algorithm 1). It then iterates this gte  any unanimous voting rule).
until either it reaches a fixpoint or it sees an assignmemgwi ~ However, at each level we obtain a possibly different value
In the first case, the fixpoint gives us a stable state and thér the variables modelling the same feature. Now we can
variables are fixed to such values. In the second case, & stogither aggregate at each level, and then propagate the resul
and reports a non-convergent influence for the variabldssof t to the next level, or we can aggregate only at the end of the
considered level. procedure, when each agent will have a most preferred can-
didate.

If we decide to aggregate at each level, we will choose by
majority (since variables are binary) which value to give to

Algorithm 1: Influence iteration algorithm

s=(s1,...,8n) /I the initial inclination all variables of the considered level. Then we propagatk suc
s’=s a choice to the next level and start again with an influence
repeat iteration. We call LA this method (fdcevel Aggregation
s=¢ Otherwise, we can leave the variable values in each level
for i=1tondo as they are after the influence iteration and proceed with the
| s, = ci-flip(s, 1) interleaving of propagation and convergence, until alelsv
until s = ¢ or &' already seen have been handled. At this point, we have a most preferred
if s — ¢ then candidate for each agent, and we can obtain a winning can-
L returns didate by any voting rule that needs the top choices, such as
else plurality. We call FA this method (foFinal Aggregation).
| return "No convergence” The two approaches yield different results as shown by the

following example.

Example 2 Let us consider the i-profile of Figure 1. After the
Notice that, if the ci-statements do not generate cyclas, st influence iteration step at level 1 (that is, on featufg, the
bility is always reached, since the structure is assimgldbl preference of agent 3 is; - Z3, while the preferences of the
an acyclic CP-net, which always has exactly one optimal outether agents are unchanged.
come, thus by Theorem 1 the influence statements have ex- Assume to adopt method LA. Then we now aggregate the
actly one stable state corresponding to the initial in¢iora votes overX by majority. This results ik = x winning and



thus the variables of the first level are set to the followiag v  [Brafman and Dimopoulos, 2004R.l. Brafman and Y. Di-
ues: Xy = z1, Xo = 29, and X3 = z3. We then propagate mopoulos. Extended semantics and optimization al-
such assignments to the next level and we get the following gorithms for cp-networks. Computational Intelligence
assignment for the variables corresponding to Yhéeature: 20(2):218-245, 2004.

Y1 = y1, Y2 = yo, andYs = g5. We now aggregate the votes [peGroot, 1974 M.H. DeGroot. Reaching a consensus.

overY by majority, and the winning assignmentlis = y. Journal of the American Statistical Associatj&9:118—
Thus the overall winner of the procedure(i¥ = z,Y = y). 121. 1974.

Instead, if we follow the FA procedure, the assignments foui . . . . . )
X that are propagated are those after the influence iteration |Faliszewskiet al, 2009 Piotr Faliszewski, Edith Hemas-

that is, X, = 71, Xo = a2, and X3 = x3. This gives, paandra, and Lane A. Hemaspaandra. How hard is bribery
through propagation, the following values for the variable ~ In €lections? J. Artif. Intell. Res. (JAIR)35:485-532,
corresponding toY: Y7 = 41, Yo = yo, and Yz = y3. 2009.

Thus we have the following three top candidates for the thre¢Grabisch and Rusinowska, 2d1Michel Grabisch and Ag-
agents:Cl=(X=2z,Y=y),02=(X=2,Y =y),and nieszka Rusinowska. lIterating influence between play-

C3 = (X = z,Y = ). Now we aggregate, for example by  ers in a social network. Documents de travail du centre
using plurality, with a tie-breaking rule where precedernge d’economie de la sorbonne, Universit Panthon-Sorbonne
given by a lexicographical ordering whefe> x andy > y. (Paris 1), Centre d’Economie de la Sorbonne, 2010.

According to this rule, the winner isX' = 7,1 = ). [Krause, 200D U. Krause. A discrete nonlinear and nonau-
Notice that the choice of the ordering does not matter, tonomous model of consensus formatio@ommunica-
since, if we consider an i-profileP, O, S), any other i-profile tions in Difference Equation2000.

(P,0', S) will produce the same final result. In fact, different [Lang and Xia, 200D Jerome Lang and Lirong Xia. Sequen-
orderings of an i-profile with the same profile and the same i3] composition of voting rules in multi-issue domains.
ci-statements will order differently variables that ardgpen- Mathematical social science57:304—324, 2009.

dent both in terms of preferences and influence functions. . . )
I P inriu uhet tV\B\/I Grabisch, 200B A. Rusinowska M. Grabisch. A model

However, as seen in the example above, in general the of influence wuth an ordered set of possible actiofise-
procedures LA and FA return different winners. Moreover, ory and Decisions69(4):635—656, 2003,

some agents may be better off with one of the two procedures,
while others may be better off with the other one. This is thelP. DeMarzo, 200B D. Vayanos P. DeMarzo. Persuasion
case of agent 1, that gets its top candidate to win with FA, bias, social influence, and unidimensional opinidDaar-
while it would get a worse candidate with LA. The opposite terly Journal of Economicsl18:909-968, 2003.

situation holds for agent 2. [Purrington and Durfee, 2007K. Purrington and E. H. Dur-
_ fee. Making social choices from individuals’ cp-nets. In
5 Conclusions and future work AAMAS page 179. IFAAMAS, 2007.

In this paper we have assumed that agents express their préRossiet al, 2004 F. Rossi, K.B. Venable, and T. Walsh.
erences via CP-nets. We also plan to consider settings where mcp nets: Representing and reasoning with preferences of
other formalisms for compact preference representatien ar multiple agents. IfProceedings of the Nineteenth National
used, such as soft constraints. Conference on Atrtificial Intelligence (AAAI 2004)ages

We plan to study the normative properties of procedures 729-734, 2004,

LA and FA, as well as to asses their behavior via experimentglsjinko and White, 2008 Arkadii Slinko and Shaun White.

tests. ) ) ) Is it ever safe to vote strategically? Department of mathe-
In [Grabisch and Rusinowska, 2(libere are also influ- matics - research reports-563, 2008.

ence functions where influence is followed with a certam[Xia etal, 2008 L. Xia, V. Conitzer, and J. Lang. Voting on

probability, otherwise the agent follows its inclinatiofive multiattribute domains with cyclic preferential dependen
plan to study how to generalize our framework to allow for cies. INAAAL pages 202—207. AAAI Press, 2008.

such influence functions.

In [M. Grabisch, 200Binfluence is over the top choice
among a set of possible actions, not just two. We plan to
formalize the extension of our approach to this case. We also
plan to allow for influences over the ordering of the actions,
rather than just over the top element of such an ordering.
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