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Abstract

Between 1268 and 1797, the Venetian Republic used a complicated voting system that appears designed to resist manipulation. The system starts with randomly drawing voters, followed by 8 rounds of a complicated addition and elimination of voters before the approval voting rule is finally used to select the winner, the new Doge. In this paper, we study a family of voting rules inspired by this Venetian election system, which we call lot-based voting rules. Such rules have two steps: in the first step, \( k \) votes are selected by a lottery, then in the second round (the runoff), a voting rule is applied to select the winner based on these \( k \) votes. We study some normative properties of such lot-based rules. We also investigate the computational complexity of computing the winner with weighted and unweighted votes, and of computing manipulations. Finally, we propose an efficient sampling technique for generating the \( k \) runoff voters non-uniformly.

1 Introduction

A central question in computational social choice is whether computational complexity can protect elections from manipulation. For certain voting rules it is NP-hard for a potential manipulator to compute a beneficial manipulation. Modifications have even been proposed to tweak common voting rules to make manipulation NP-hard. [5; 10]. Such results need to be treated with caution since NP-hardness is only a worst-case notion and “hard” instances may be rare. See [11; 12] for recent surveys. Of course, if it is already computationally hard for a manipulator to compute the winner, then intuitively it is likely to be computationally hard for her to find a beneficial manipulation. In fact, computing the winner is NP-hard for Kemeny’s, Dodgson’s and Slater’s rule [3; 1; 2; 6].

Surprisingly, the idea of intentionally using complexity to prevent manipulation of a voting system goes back at least seven centuries ago. Lines argues that “The most enduring and perhaps the most complex electoral process is quite likely that used by the Venetian oligarchy to elect their dogi” [14]. This multi-stage voting procedure was used between 1268 and the end of the Venetian Republic in 1797. The procedure consists of 10 rounds, with all but the last round constructing an electoral college for the next round, and the last round actually electing the Doge, the highest official in Venice. This procedure appears designed to resist manipulation, or at least to offer the appearance of doing so. Wolfson argues that “The main idea . . . seems to have been to introduce a system of election so complicated that all possibility of corruption should be eliminated” [18]. On the other hand, Mowbray and Gollmann suggest that it is “security theatre”, containing “actions which do not increase security, but which are designed to make the public think that the organization carrying out the actions is taking security seriously” [15]. Nevertheless they also remark that it “offers some resistance to corruption of voters”.

Our contributions. Venetian elections have two interesting features in all but the last round: (1) voters are eliminated randomly, and (2) the voters in the current round vote on the voters who go forwards to the next round. In this paper, we report some preliminary results on a family of voting rules inspired by the first feature of such Venetian elections, which we call lot-based rules. It would be interesting nevertheless to consider the second feature. Lot-based rules are composed of two steps: in the first step, \( k \) votes are selected by a lottery, then in the second step (the runoff), a voting rule (called the runoff rule) is applied to select the winner based on these \( k \) votes. We study some normative properties of the lot-based rules. We investigate the computational complexity of computing the winner of lot-based rules with weighted and unweighted votes, respectively, and of computing a manipulation. Finally, we propose an efficient sampling technique for generating the \( k \) runoff voters from non-uniform distributions. Our results suggest it will be interesting to study further the computational properties of such rules.

For lot-based rules, it is easy for the chair to compute the winner provided computing the winner for the runoff rule is easy. This is essentially different from Kemeny’s rule, where computing the winner of a given profile is hard. On the other hand, in order for a manipulator to compute a beneficial false vote, she needs to compute the probability for a given candidate to win, which we will show to be computationally hard. The winner evaluation/computation problem we focus on in this paper is from the perspective of a manipulator.

Related work. Lot-based rules are a type of randomized voting rules. Gibbard [13] proved that when there are at least 3 candidates, if a randomized voting rule satisfies Pareto opti-
mality and a probabilistic version of strategy-proofness, then it must be a probability mixture of dictatorships (called randomized dictatorships). We note that any random dictatorship is a lot-based rule, where $k = 1$, and the runoff rule selects the top-ranked candidate as the winner when there is a single vote.

Conitzer and Sandholm [5] and Elkind and Lipmaa [10] studied another type of hybrid voting systems where manipulations are hard to compute. Their systems are composed of two steps: in the first step, a (possibly randomized) voting rule is used to rule out some candidates, and in the second step another voting rule (not necessarily the same as the one used in the first step) is used to select the winner from the remaining candidates. We note that in the first step of their systems, some candidates can be eliminated in the first step. In the second step, if the lot-based rules, some voters are eliminated. In that sense, lot-based rules can also be seen as a universal tweak that adds a pre-round that randomly eliminates some voters, to make voting rules hard to manipulate. It would therefore be interesting to consider even more complex voting systems which do both.

2 Preliminaries

Let $C = \{c_1, \ldots, c_n\}$ be the set of candidates (or alternatives). A linear order $\succ$ on $C$ is a transitive, antisymmetric, and total relation on $C$. The set of all linear orders on $C$ is denoted by $L(C)$. An $n$-voter profile $P$ on $C$ consists of $n$ linear orders on $C$. That is, $P = (V_1, \ldots, V_n)$, where for every $j \leq n$, $V_j \subseteq L(C)$. The set of all $n$-profiles is denoted by $\mathcal{F}_n$. We let $m$ denote the number of candidates. A deterministic voting rule $r$ is a function that maps any profile on $C$ to a unique winning candidate, that is, $r : \mathcal{F}_1 \cup \mathcal{F}_2 \cup \ldots \rightarrow C$. A randomized voting rule $r$ is a function that maps any profile on $C$ to a candidate over $C$, that is, $r : \mathcal{F}_1 \cup \mathcal{F}_2 \cup \ldots \rightarrow \Omega(C)$, where $\Omega(C)$ denotes the set of all probability distributions over $C$. The following are some common voting rules. If not mentioned specifically, ties are broken in the fixed order $c_1 \succ c_2 \succ \cdots \succ c_m$.

- **(Positional) scoring rules**: Given a scoring vector $\vec{s}_m = (s_m(1), \ldots, s_m(m))$ of $m$ integers, for any vote $V \in L(C)$ and any $c \in C$, let $s_m(V,c) = s_m(j)$, where $j$ is the rank of $c$ in $V$. For any profile $P = (V_1, \ldots, V_n)$, let $s_m(P, c) = \sum_{j=1}^{n} s_m(V_j, c)$. The rule will select $c \in C$ so that $s_m(P,c)$ is maximized. We assume scores are integers and decreasing. Example of positional scoring rules are majorities, for which $m = 2$ and the scoring vector is $(1, 0)$; Borda, for which the scoring vector is $(m - 1, m - 2, \ldots, 0)$.

- **Approval**: Each voter submits a set of candidates (that is, the candidates that are “approved” by the voter). The winner is the candidate approved by the largest number of voters. Every voter can approve any number of candidates.

- **Voting trees**: A voting tree is a binary tree with $m$ leaves, where each leaf is associated with an candidate. In each round, there is a pairwise election between an candidate $c_i$ and its sibling $c_j$; if the majority of voters prefer $c_i$ to $c_j$, then $c_j$ is eliminated, and $c_i$ is associated with the parent of these two nodes. The candidate that is associated with the root of the tree (i.e. wins all its rounds) is the winner. The rule that uses a balanced voting tree is also known as cup.

3 Electing the Doge

The electorate (which consisted of around the 1000 or so male members of the Maggior Consiglio aged 30 or over) were first reduced by a lottery to an electoral college of 30 voters. This college was then reduced again by a lottery to 9 voters. These 9 then elected a college of 40 voters chosen from any of the electorate, all of whom had to receive 7 out of 9 approval votes. These 40 were then reduced by a lottery to an electoral college of 12 voters. These 12 then elected a college of 25 voters, all of whom had to receive 9 out of 12 approval votes. These 25 were then reduced by a lottery to an electoral college of 9 voters. These 9 then elected a college of 45 voters, all of whom had to receive 9 out of 12 approval votes. These 45 were then reduced by a lottery to an electoral college of 11 voters. These 11 then elected a college of 41 voters, all of whom had to receive 9 out of 11 approval votes. In the tenth and final round, the electoral college of 41 voters elected the Doge, who was required to receive 25 or more approval votes from the 41 voters.

This itself is still a simplified description of the process. For example, the process of electing the electoral college by way of the lottery was itself complicated. Consider the third round of the election where the electoral college is enlarged from 9 members to 40. The first 4 of the 9 college members selected by the lottery in the second round each nominated 5 people (who each had to receive 7 out of 9 approval votes) whilst the last 5 of the 9 college members selected by the lottery in the second round each nominated 4 people (who also each had to receive 7 out of 9 approval votes). This gives a total of 40 nominated members in the electoral college for the fourth round. Similarly, in the fifth, seventh and ninth rounds when the electoral college was enlarged, each member of the college nominated in turn a small number of new members. As a second example of the additional complexity, only one person from each family was allowed to be selected by a lottery. All relatives of a person selected by a lottery were removed from the rest of that round. As a third example, none of the members of the electoral colleges of size 9, 11 or 12 were allowed to be members of the final electoral college of size 41. As a fourth example of the additional complexity, the vote in the final round was not a simple approval vote. In addition to their approval votes, each member of this final electoral college also nominated one candidate. These nominated candidates were considered in a random order, and the first candidate who was secured 25 approval votes was elected the Doge.

The voting procedure also changed in several ways over the centuries. For example, the penultimate round originally had an electoral college of 40 voters. However, after a tied vote in 1229, this was increased to 41 to reduce the chance of a tie. As a second example, as explained earlier, the final vote was originally sequential. However, at some later point, voting moved to simultaneous voting.

---

1. It has been suggested that two rounds (instead of one) are used to reduce the electoral college of 9 votes largely for procedural ease. That is, it was difficult to reduce the size of election college to 9 with a single lottery.

2. It was not specified what happens if none of the voters receive 7 approval votes.
4 Lot-based voting rules

Elections involving lotteries are not restricted to Venice. Many other Italian cities have used such elections as well. Lotteries were also used in the election of the Archbishop of Novgorod, one of the oldest offices in the Russian Orthodox Church. Indeed the use of lotteries in elections can be traced back to at least before the birth of Christ with elections in the city-state of Athens. One of the arguments advanced for using lotteries is their fairness and resistance to manipulation [8].

We consider therefore a family of lot-based voting rules that are guaranteed always to elect a winner. These rules are closely related to the procedure used to elect the Doge.

**Definition 1.** Let $X$ denote a voting rule (deterministic or randomized). We define a randomized voting rule $LotThenX$ as follows. Let $k$ be a fixed number that is smaller than the number of voters. The winner is selected in two steps: in the first step, $k$ voters are selected uniformly at random, then, in the second step, the winner is chosen by the voting rule $X$ from the votes of the $k$ voters selected in the first step.

For instance, $LotThenApproval$ is an instance of this rule in which the set of voters is first reduced by a lottery, and then a winner is chosen by approval voting. Lot-based rules are in practical use. For example, the Chair of the Internet Engineering Task Force is selected by a randomly chosen nominating committee of 10 persons who vote (using an unspecified rule) for the new Chair.

We emphasize that in the first step of lot-based rules, some voters are eliminated, while in the first step of voting systems studied by Conitzer and Sandholm [5] and Elkind and Lipton [10], some candidates are eliminated.

We first consider the axiomatic properties possessed by lot-based voting rules. As the rules are non-deterministic, we need probabilistic versions of the usual axiomatic properties defined as follows.\(^3\)

**Definition 2.** A randomized voting rule $r$ satisfies

- **anonymity**, if for any profile $P = (V_1, \ldots, V_n)$, any permutation $\pi$ over $\{1, \ldots, n\}$, and any candidate $c$, we have $r(P)(c) = r(V_{\pi(1)}, \ldots, V_{\pi(n)})(c)$, where $r(P)(c)$ is the probability of $c$ in the distribution $r(P)$.

- **neutrality**, if for any profile $P$, any permutation $M$ over $C$, and any candidates $c$, we have $r(P)(c) = r(M)(M(c))$.

- **weak monotonicity**, if for any profile $P$ where all voters rank $c$ in their top positions, we have $r(P)(c) = 1$.

- **strong monotonicity**, if for any candidate $c$ and any pair of profiles $P$ and $P'$, where $P'$ is obtained from $P$ by raising $c$ in some votes without changing the orders of the other candidates, we have $r(P)(c) \leq r(P')(c)$.

- **Condorcet consistency**, if whenever there exists a candidate who beats all the other candidates in their pairwise elections, this candidate wins the election with probability 1.

When the voting rule is deterministic (i.e. the unique winner wins with probability 1), all these axioms reduce to their counterparts for deterministic rules. The next theorem shows that $LotThenX$ preserves some of these axioms from $X$.

**Theorem 1.** If the voting rule $X$ satisfies anonymity/ neutrality/(strong or weak) monotonicity/ unanimity, then for every $k$, $LotThenX$ also satisfies anonymity/ neutrality/(strong or weak) monotonicity/ unanimity.

The proof is quite straightforward, and therefore is omitted due to space constraints. However, there are other properties that can be lost like, for instance, Condorcet consistency.

**Theorem 2.** $LotThenX$ may not be Condorcet consistent even when $X$ is.

**Proof:** Suppose $n = 2k + 1$, $k + 1$ voters vote in one order and the remaining $k$ voters vote in the reverse order. The lottery may select only the votes of the minority, which means that the Condorcet winner does not win with probability 1.

We note that when $n = k$, $LotThenX$ becomes exactly $X$. Therefore, if $X$ does not satisfy an axiomatic property, neither does $LotThenX$.

**Theorem 3.** If $LotThenX$ satisfies an axiomatic property for every $k$, then $X$ also satisfies the same axiomatic property.

5 Computing the winner

Lot-based voting rules are non-deterministic. Hence, even if we know all the votes, we can only give a probability that a certain candidate wins. Following [7], given a probability $p$ in $[0, 1]$, we define EVALUATION as the decision problem of deciding whether a given candidate can win with a probability strictly larger than $p$. In this section, we show that lot-based voting rules provide some resistance to strategic behavior by making it computationally hard even to evaluate who may have won. In particular, we show that there exist deterministic voting rules for which computing the winner is in $\mathbb{P}$, but EVALUATION of the corresponding lot-based voting rule is $\mathbb{NP}$-hard. As is common in computational social choice, we consider both weighted voted with a small number of candidates, and unweighted votes with an unbounded number of candidates. Of course even if EVALUATION is hard, the manipulator may still be able to compute her optimal strategy in polynomial time. This issue will be discussed in Section 6.

5.1 Weighted votes

**Theorem 4.** EVALUATION for $LotThenCup$ is $\mathbb{NP}$-hard when votes are weighted and there are three or more candidates.

**Proof:** We give a reduction from a special SUBSET-SUM problem. In such a SUBSET-SUM problem, we are given 2$k'$ integers $S = \{w_1, \ldots, w_{2k'}\}$ and another integer $W$. We are asked whether there exists $S \subset S$ such that $|S| = k'$ and the integers in $S$ sum up to $W$. We consider the cup rule (balanced voting tree) where ties are broken in lexicographical order. We only show the proof for three candidates; other cases can be proved similarly. For any SUBSET-SUM instance, we construct an EVALUATION for $LotThenCup$ instance as follows.

**Candidates:** $C = \{a, b, c\}$. The cup rule has $a$ play $b$ and the winner of this play $c$. Let $k = k' + 1$.\(^3\)
Theorem 5. There is a polynomial-time Turing reduction from \textsc{Subset-sum} to \textsc{Evaluation} for \textsc{LotThenApproval} with weighted votes and two candidates\footnote{The proof can be easily extended to any \textsc{LotThenX} where \(X\) is the same as the majority rule when there are only two candidates.}.

\textbf{Proof sketch:} Given any \textsc{Subset-sum} instance \(\{w_1, \ldots, w_{2k'}\}\) and \(W\), we construct the following two types of \textsc{Evaluation} for \textsc{LotThenApproval} instances: the profiles in both of them are the same, but the tie-breaking mechanisms are different. For each \(i \leq 2k'\), there is a voter with weight \(w_i\) who approves candidate \(a\). In addition, there is voter with weight \(W\) who approves \(b\). Let \(P\) denote the profile and \(k = k' + 1\). For any \(p \in \{0, 1\}\), we let \(A(p)\) (respectively, \(B(p)\)) denote the \textsc{Evaluation} instance where ties are broken in favor of \(a\) (respectively, \(b\)), and we are asked whether the probability that \(a\) (respectively, \(b\)) wins for \(P\) is strictly larger than \(p\). Then, we use binary search to search for an integer \(i\) such that \(i \in [0, (\frac{2k' + 1}{k'}) - \frac{2k}{k'}]\) and the answers to both \(A\left(1 - \frac{i + 1}{k'}\right)\) and \(B\left(\frac{i}{k'}\right)\) are “yes”. If such an \(i\) can be found, then the \textsc{Subset-sum} instance is a “yes” instance; otherwise it is a “no” instance.\footnote{The proof can be easily extended to any \textsc{LotThenX} where \(X\) is the same as the majority rule when there are only two candidates.}

It follows that if \textsc{Evaluation} for \textsc{LotThenApproval} with weighted votes and two candidates is in \(\overline{\text{P}}\), then \(\overline{\text{P}}\)-\textsc{NP}-hard.

5.2 Unweighted votes

\textbf{Theorem 6.} With unweighted votes and an unbounded number of candidates, \textsc{Evaluation} for \textsc{LotThenBorda} is \(\overline{\text{NP}}\)-complete.

\textbf{Proof:} We prove the \(\text{NP}\)-hardness by a reduction from the \textsc{Perfect-Matching} problem. Given three sets \(X = \{x_1, \ldots, x_l\}, Y = \{y_1, \ldots, y_q\}\), and \(E \subseteq X \times Y\), a \textit{perfect matching} is a set \(J \subseteq E\) such that \(|J| = t\), and all elements in \(X \) and \(Y\) are covered by \(J\). In a \textsc{Perfect-Matching} instance, we are asked to compute the number of all perfect matchings. Given any \textsc{Perfect-Matching} instance \(X, Y, E\), we construct the following instance of computing the winning probability of a given candidate for \textsc{LotThenBorda}.

**Candidates:** \(C = \{c\} \cup X \cup Y \cup A\), where \(A = \{a_1, \ldots, a_{2t}\}\). Let \(k = 2t\). Suppose ties are broken in the following order: \(X > Y > c > \text{Others}\). We are asked to compute the probability that \(c\) wins.

**Profile:** For each edge \((x_i, y_j) \in E\), we first define a vote \(V_{i,j} = [x_i a_j c y_j \text{ Others}]\). We claim that \(J = \{x_1, y_q\}\) constitutes a solution to the \textsc{X3C} instance. Suppose there exists a candidate \(c\) \(\in Y\) that is not covered by any \(S_i\), where \(j \in J\). Then, \(c\) is ranked above \(c\) in each vote in \(P\), which contradicts the assumption that \(c\) is the Borda winner.

Conversely, let \(J = \{x_1, \ldots, x_q\}\) be a solution to the \textsc{X3C} instance. Then \(P' = (V_{i,j}, \ldots, V_{i,k})\). It follows that for each \(i \in Y\), the Borda score of \(c\) minus the Borda score of some other candidate is at least \(3q^2 - 3q - 3\times q > 0\). For each \(d \in D\), \(c\) is ranked above \(d\) in each vote in \(P\). Therefore, \(c\) is the Borda winner, which means that the \textsc{Evaluation} instance is an “yes” instance.\footnote{The proof can be easily extended to any \textsc{LotThenX} where \(X\) is the same as the majority rule when there are only two candidates.}
We consider a lottery that picks two votes at random and the following rule $X$ on two votes: the rule always selects either $c_1$ or $c_2$. If one vote has $c_1$ on top, the other vote has $c_2$ on top, and the vote with $c_1$ on top encodes a 1-IN-3HS satisfying assignment to the positive clause encoded by the vote with $c_2$ on top, then the winner is $c_2$. In any other situations, $c_1$ wins.

To encode a truth assignment within a vote, we let $m = 2l+2$, and for each $i \leq l$, $c_{2i+1}$ is ranked above $c_{2i+2}$ if and only if $X_i$ is true; to encode a positive clause within a vote, for each $i \leq l$, $c_{2i+1}$ is ranked above $c_{2i+2}$ if and only if $X_i$ is in the clause.

Adaptive manipulation is now polynomial to compute since, for any lot containing a manipulator, we can easily compute whether the manipulators can make $c_2$ ($c_1$) win, and for any lot not containing a manipulator, we can also easily compute the winner. Thus, we can easily compute the maximum probability with which $c_2$ ($c_1$) can be made to win (and a manipulation that will achieve any probability up to this maximum). On the other hand, consider a fixed manipulation problem with a single manipulator in which the votes of the non-manipulators rank $c_2$ on top, and their votes encode the $t = n - 1$ positive clauses in a 1-IN-3HS instance. The only chance that $c_2$ can be made to win is when the manipulator is drawn in the random lot and votes with a "satisfying assignment". The probability that the random lot contains the manipulator is $\frac{1}{t}$. Hence, computing a fixed constructive manipulation for $c_2$ and $p = \frac{n}{t} - \frac{2}{n(t^2)}$ is equivalent to finding a 1-IN-3HS satisfying assignment to all $t$ clauses.

### 7 Sampling the runoff voters non-uniformly

So far we have not discussed in details how to select the runoff voters. Of course if we only need to select $k$ voters uniformly at random, then we can perform a na"ive $k$-round sampling: in each round, a voter is drawn uniformly at random from the remaining voters, and is then removed from the list. However, it is not clear how to generate $k$ voters with some non-uniform distribution. For example, different voters in a profile may have different voting power [16], and we may therefore want to generate the voters in the runoff according to this voting power. More precisely, we want to compute a probability distribution over all sets of $k$ voters, and each time we randomly draw a set of $k$ voters) according to this distribution to meet some constraints. Let $\mathcal{M}$ denote the set of all $n \times k$ 0-1 matrices, in each of which the sum of each row is no more than 1 and the sum of each column is exactly 1. That is, $\mathcal{M} = \{m(i,j) : m(i,j) \in \{0,1\}, \forall i \leq n, \sum_j m(i,j) \leq 1 \text{ and } \forall j \leq k, \sum_i m(i,j) = 1\}$. Each matrix in $\mathcal{M}$ represents a set of $k$ voters. Formally, we define the sampling problem as follows.

**Definition 3.** In a LOTSAmppling problem, we are given a natural number $n$ (the number of initial voters), a natural number $k$ (the number of runoff voters), and a vector of positive real numbers $(p_1, \ldots, p_n)$ such that for any $j \leq n$, $0 \leq p_j \leq 1$ and $\sum_{j \leq n} p_j = k$. We are asked to compute a sampling technique that chooses $k$ voters each time, and for every $j \leq n$, the probability that vote $j$ is chosen is $p_j$.

To solve the LOTSAmppling problem, we first solve the following equations.
\( \forall i \leq n, \sum_j x_{i,j} = p_i \quad \text{and} \quad \forall j \leq k, \sum_i x_{i,j} = 1 \quad (1) \)

We note that \( \sum_{i \leq n} p_i = k \). For such equations, a solution where \( x_{i,j} \geq 0 \) for all \( i \leq n, j \leq k \) always exists. To see this, we construct the solution by a greedy algorithm. The algorithm tries to settle the values row by row, and in each row, it tries to place as much "mass" as possible to the leftmost variable, as long as it does not violate the column constraints. Algorithm 1 does this.

**Proposition 1.** Algorithm 1 returns a solution to Equations (1). Moreover, the number of non-zero entries in \( (x_{i,j}) \) is no more than \( n + k \).

Let \((x_{i,j})\) denote the outcome of Algorithm 1. Since the number of non-zero entries in \((x_{i,j})\) is no more than \( n + k \), we can apply any polynomial-time algorithm that implements the Birkhoff-von Neumann theorem \([4]\)\(^3\) to obtain a probability distribution over the matrices in \( \mathcal{M} \) such that (1) the expectation is \((x_{i,j})\), and (2) the support of the distribution has no more than \( n + k \) elements. That is, even though \(|\mathcal{M}|\) is exponential, we only need to sample over a polynomial number of elements in \( \mathcal{M} \). Therefore, we have the following theorem.

**Theorem 9.** The LOT-SAMPLING problem always has a solution that runs in polynomial-time.

### Algorithm 1: SolveEquation

**Input:** \((p_1, \ldots, p_n)\), where \( \sum_j p_j = k \) and \( \forall j \leq n, 0 \leq p_j \leq 1 \).

**Output:** A solution to Equations (1).

1. Let \( x_{i,j} = 0 \), \( J = 1 \).
2. for \( i = 1 \) to \( n \) do
   3. if \( \sum_{j \leq l} x_{i,j} + p_i \leq 1 \) then
      4. Let \( x_{i,j} = p_i \).
   5. end
   6. else
      7. Let \( x_{i,j} = 1 - \sum_{j \leq l} x_{i,j} \), \( x_{i,J+1} = p_i - x_{i,J} \), and \( J = J + 1 \).
   8. end
10. return \( (x_{i,j}) \).

### 8 Future work

Lot-based voting seems worth further attention. There are many directions for future work in addition to the many questions already raised in this note. For instance, we could consider the computational complexity of EVALUATION for other lot-based voting rules. We could also consider the control of lot-based voting by the chair. In addition to the usual forms of control like addition of candidates or of voters, we have another interesting type of control where the chair chooses the outcome of the lottery. Such control is closely related to control by deletion of voters. Other types of control include choosing the size of the lottery and choosing the voting rule used after the lottery. Another interesting direction would be to consider the computation of possible and necessary winners under lot-based voting. Finally, it would be interesting to consider formal properties of the Doge rule.
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