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Preface

The incentive to write a dissertation on the semantics efatiyes was borne from
reading the posthumously published book on that subjetoke€Hamblin. After
having acquainted myself with the literature on deonia; logas under the im-
pression that the predominance of the notion of propaaitmmtruth conditional,
content gured as an obstacle in the discussions therelittabdok integrates ty-
pological, grammatical, logical, semantic and philesbphservations and analyses
concerning imperatives and thereby it creates a strofug aassgpproach to seman-
tics in general in which declarative sentences do not hmedh of the theory of
meaning. | hope that this thesis helps to further this cause.

Alexander Broadie remarked, and | believe rightly so,ubatwmork on the logic
of imperatives has too hastily taken recourse to coneémajiqmoaches to logical
semantics. | fully agree with his judgement that

[...] the notion of “imperativity” possesses a complexityahdiecrevealed
in signi cant depth only if a battery of disparate notions isogeqgh and par-
ticularly notions of special relevance to social philosaphyegphilosophy of
mind. One unfortunate consequence of the determination o$gttilers to
construct with all speed a logic of imperatives is their tendenoyoio age
this complexity instead of displaying it. (Broadie, 1972 1)98)e

In complementary fashion, though, | am under the impretssibthe concep-
tual analysis of these disparate notions could be imppmretiyua more thorough
understanding of the semantic complexities of imperdtivesiains to be seen
whether | am correct in thinking so.

What shaped the views developed in this thesis most asetissidns with my
promotores, Frank Veltman and Martin Stokhof. Their cortsreways struck a
ne balance between inspiring debate on the general ideasl@inl suggestions
for improvements of the details. That these discussiamst d@ioly greatly improve
the result, but that our opinions also seem to have conviergedh value as a
compliment.

Vil



The text has further bene tted from the generous atteritsonte other people
as well. Darrin Hindsill read an early draft and provided ithenvany detailed
comments, suggestions and corrections. Fabrice Natez thieidlormal semantics
of the last two chapters with much precision and helped mgtove upon it
considerably. Maarten Cleeren read parts of the thesiaiiradé brought to my
attention several easily overseen mistakes.

Several people helped me in nding my interests and shapithgughts and
opinions on various matters throughout the past four yslaosid speci cally men-
tion Marc Pauly, Tim Fernando, Isabel Txurruka and Carlaadmi@hough not all
of the issues that we discussed are directly re ected et t thank them for
their interest and insightful suggestions. Paul Dekkdrebasa constant support
as a colleague, teacher and friend. From helping me ougpeitietting technicali-
ties and correcting spelling mistakes to giving advicesanfations and discussing
theoretical issues, his door was always open.

| had the great pleasure to work in a lively and intellgcstialiulating environ-
ment, the most immediate representatives of this beingoayraftes Balder ten
Cate, Mariesafaova and Marieke Schouwstra. The lunches, picnics, dhilley,
various colloquia, reading groups, classes (both asna atuldas a teacher) and
occasional workshops with the staff and students of tbsgpiny department, the
ILLC and the Dutch graduate school in logic Ozsl were aligagapt and engaging.
I learned a lot and | hope | have been able to return the fastsroPthe material in
this thesis has been presented at several conferensbspaankd colloquia. | am
grateful for the many helpful comments and suggestiomsefahdiences.

Lastly, | would like to thank my family and friends for tmearest, for their care,
and for their continued efforts to seek proximity to my aibsent mind.

Amsterdam Rosja Mastop
April, 2005



In order to say what a meanigg
we may rst ask what a meanohogs
and then nd something that does that.

—David Lewis, General Semantics






Introduction

Languages can be used to communicate all sorts of messaa®s philosophical
theories of meaning this diversity is seen as a problenvevdmee in order to de-
ne a simple and uniform—hence intuitive'—concept of mga@®ften this leads
to a distinction between a diverse array of uses (forcds) armba single, uniform
‘content' (proposition) shared by all sentences of thadgnd his shared content is
then the domain of semantics, whereas the diversity af osested as belonging
to pragmatics. Belnap (1990) criticizes this practidgziagdt as involving what he
calls the "Declarative Fallacy'. This fallacy is to asgitinoeit question, that we can
identify in all sentences a content prototypical of diaatesantences: it is a propo-
sition, has a truth value, can be used in inference, and Bousnthe difference
between, say, interrogatives and declaratives is ohetbate is used uestion
the truth of its propositional content, whereas the othieestasselit.

[...] the slogan that meaning is truth conditions is awed irertitan one
way, not least because it seems to force us to take the concepthoficiut
more seriously than we should, nor least because it appeaysdbtsagour
understanding of language results from internalizing thesréw#b Tarski in-
vented for the rst-order calculus. (Belnap, 1990, page 5)

Belnap rejects this fallacious assumption, encouradisgphers of language to
give equal weight to sentences of all kinds. He claimsdteigimo single and uni-
form content to all sentences of a natural language: a8tiidance of the Declara-
tive Fallacy [...] requires the recognition that intetikx@gaand imperatives are not
just marked differently from declaratives, but possessrfentally different under-
lying content structures”.

As for interrogatives, semantic theories have been egwslgemanticists from
the 1950s onwards—also by Belnap himself—that attrimaetsevalues to those
sentences different from the values of declarativessdrittberies an interrogative
content is the set of its possible answers (cf. Hamblir), A858r imperatives, their
contents are still mostly identi ed with truth conditioBslnap intends to accom-
modate this shortcoming by presenting a modal logic cérdgdilaction sentences,
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so-calledstitsemantics', which could function as a notion of impexaiivtent. It

is my contention that, despite the accuracy of his philoabphalysis, with his se-
mantics Belnap does not adequately answer the challeingedieputs forward.
The main aim of this thesis will therefore be to motivate erelap a semantics of
imperatives that does avoid the Declarative Fallacy.

The discussion in philosophy of language concerning tteptameaning of im-
perative sentences—from Hofstadter and McKinsey (1838%re (1971) to Ham-
blin (1987)—has fallen silent somewhat in recent yeargvilioun the linguistic
literature the issue has been picked up in several stuti¢ser1990s onwards.
In some of these works a syntactic analysis of imperatidepted in which the
conversational use (directive illocutionary forceg SED) is directly encoded in
the grammatical form (e.g., Han, 1998). Others have ddfandediating role for
semantics: it is not the sentence’s form as such that etheod@sversational use,
but the form encodes a speci ¢ semantic content and it i® dlis speci c con-
tent that (main clause) imperatives have their partianige of conversational uses
(Wilson and Sperber, 1988; Portner, 2003).

To oppose to a strict form-function t should be justi ed bgvging that imper-
ative sentences can be embedded, have a past tense, @narethmes way capable
of being dissociated from their context of utterance. Headatroduction of a
mediating semantic representation must have the funictemilitating a more uni-
form treatment of embedded and main clause sentences, pmepast and future
tense ones. If it is agreed that imperative meaning carthss@aated from direc-
tive force, as many authors claim (cf. Han, 1998), thenwloerd be no reason
for a semantic analysis that separates the two. In viesy tidtonly issue that has
been mentioned in the literature concerns the possibéitgleedding imperatives
in Korean (Han and Lee, 2002; Pak, 2004).

The semantic approach to imperatives raises an imposdstoquif the conver-
sational function is not grammatically expresseddab®bnstrain those sentences
to their directive usage? According to Portner the inyeedatiotes a property that
can only be true of the hearer. It is due to its semantic gfpieniperatives cannot
be used to assert—that would require that they are prapesiand so the only
way in which they can be integrated into the discourse tcsnbgxbeing added
to the to do list' of the hearer, which is a set of propentiethas of the appro-
priate type. The normative role of the to do list on the Fgeantions is then what
accounts for the restriction to directive speech actsveétpites strange to think
that the semantic type of the sentence can determinedtgdhary force. It is not
altogether uncommon to utter something that is, semansipabking, a property
and give information with it. In answer to the question waiatdolor Susan has,
one may answer Blond'. This answer denotes a propettis bnaimbiguously an
informative utterance.

Wilson and Sperber claim that the denotation of an impeiiatia "complex
propositional attitude' of someone considering the trfutheoproposition to be
desirable to someone and someone believing this progosi#a realistic possi-



Introduction 3

bility. The different substitutions for the various extisiequanti ers in this inter-
pretation yield the diversity of potential illocutionargds of the imperative, it is
claimed. But, even disregarding the adequacy of thatipredi¢s not at all made
clear why we could not use imperativesserthat the person in question has the
desire. It is a simple fact that from no propositional coogenit be inferred that
the sentence does not have an assertive illocutionary force

Consequently, the semantic representation has to be aroeetoposition if it
is to explain why imperatives do not have a descriptiviefuitiolve are to maintain
a central role for propositions, then two possibilitiegesuthemselves. The rst
option is that the conversational function is indicated dpeeial marker in the
clause. We could represent this idea by an analysis inftdirastespeech “Make
this the cas&’, with A a declarative sentence with truth conditions. The alternat
would be an operator over a declarative sentence, sgatgnetnsforming the
declaratives into imperatives. On this approach the thaperaiould be of the form
“Make it the case tha’. Both ideas have been worked out by McGinn (1977),
leading to what is essentially the same semantic anagsienge such as, e.g., 'Go
home' is interpreted as if it reads "Make it the case thab yaumg'. Of this latter
sentence we can say thatfitlided if and only if “You go home' is true. Apart from a
truth valuation we thus need a ful liment valuation, butdtter is de ned in terms
of the former so we only need a minimal, if not to say trixielhson of classical
semantics to incorporate imperatives under the genecaldmp

Unfortunately, this direct speech/operator analysis gslit® accurate. There is
a difference between performing the action of going honraakialg it the case
that you do so. This means that the ‘translations' of inyesratto the operator-
declarative format are not completely faithful. Some engsisupporting this claim
will be presented in the rst chapter. Amongst the typestehses in which the dif-
ference pops up are joint action imperatives and impewitivejuanti ed subjects.
Apart from this, it is also clear that not everything thabeaubordinated under
the imperative operator, on McGinn's formulation, makess iceaningful impera-
tive sentence. Stative facts about the world, as exprelesdaratives such as "James
has a cat', can be made the case, but no imperative senteccmaiwand' that state
directly. If anything, a linguistic semantics shouldiexpkat can be meaningfully
expressed in language, and by what means. So if the tramsthtthe operator is
more permitting than imperatives are themselves, thee atdldar from having
given a ‘'semantics of imperatives'.

To include complete declaratives in a semantics of imgerstiems needlessly
complicated. Why do we not just say that the addresses fabllhome' by going
home? There may well be such a reason for wanting to maiceaina role for
truth in a semantics of imperatives that goes beyond arstandable tendency
(Beardsley, 1944) to use familiar notions to cover whatvélags still largely un-
familiar ground. This reason is the idea that a truth condlttheory of meaning
facilitates a uniform interpretation of terms. Let me niakenore precise.

In the framework of Montague grammar (Montague, 1973) taio amantic
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types are allowed: sentences have truth values and se tidyps t; names are
primitive referential expressions and have type e, whicerisnic foentity! The
so-called context principle states that “It is enough pirtip@sition as a whole has
a sense, it is this that confers on its parts also theirtt¢htege, 1884, page 71).
This idea is integrated in Montague grammar by interpiibgentential expres-
sions as being of derived, functional types. For instamoge&ning of the transitive
verb "hit' is a function that takes an entity (the directlgad returns a new func-
tion that takes another entity (the subject) and returnghavalue. In short, the
meaning of "hit' is some function of the functional tgpe,t . When we have thus
decomposed the sentence and have given functional desategiach of its terms,
those terms can be used again to construct new sentenocegtiyncpthe terms in
a different way. This is, in turn, what the principle of caipoality tells us.

McGinn's imperative mood operator could be integrateceith#éory as being
of the type t,f : from truth value to “ful llment value', which would be theet of
imperative sentenceBut now, what if imperatives do not exsamtainanything
of type t? In that case we have two options: either we takeptative mood
operator to be a function from properties to ful Iment esjlor we say that the
verb “hit' has different denotations in imperatives ataratdes respectively. So
on the rst account the mood operator is of typet ,f and can be phrased as
“Make it the case that you @& with P being some property. Though this is by
all means possib)dt is rather strange to think that what the verb contriliatése
imperative is ‘that which it would contribute if the seete@rare a declarative'. In
other words, declaratives would confer meaning on thsirgoat it is this meaning
that those parts confer upon non-declaratives. The cpniteiple only applies to
declarative sentences. Other sentences of the languaggnargful only in virtue
of the meaningfulness of declaratives.

This is not a very intuitive picture. Can we not imagine aidgegthat would
have only imperative sentences? Would we really want hatsayen there the
words in the sentences owe their meaning to their role hexmsiant) declaratives?
The implicit reasoning seems to be that still this is to fegnetover the alternative:
that the verb "hit' has two separate meanings, compleéggmaent of one another
as far as the semantic theory is concerned. In declanativeéd be a function of the
type e, e,t , inimperatives a function of the tymef . If so, what would prevent
one word to mean, e.g., hit'in declaratives and "reagienatives? We could unify
the meanings using the idea from property theory (Chiarathi@urner, 1988) of
introducing another primitive type for properties, but ¢bald be contested as an

1| disregard issues of “raising' here. The argument stihgmegh when names would be of type
ett.
2| do not mean to suggest by this that all that is needed isditieradf a functional type to
the semantics. It is merely adopted for the sake of argimueder to facilitate a clear comparison
between alternative views on the notion of imperativengeani
%It does have empirical problems. For instance, impevdtivegianti ed subjects, as in “Every-
body dance now', do not t well in this analysis. See Pof@8) for a suggestion.
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ad hoc solution.

| contend that the dualism in this second option is not insjtdbeuat all. Quite the
contrary, in fact. A dualistic approach to term interpoetaeatly ts with an intu-
itive and psychologically plausible analysis of the mediniords. Where declara-
tive sentences are used to refer to events and objectséivagher imagined world
history, imperative sentences call upon other persditg'tal@ngagee world's
future in action. | will point out that this difference bemwevents and actions
appears at several places in natural language, as abminteast a third person,
observer perspective and a rst person, agent/patigreghees The action per-
spective is adopted not only in imperatives, but also ikonbitives (vs. nite
‘that' clauses), complements of root modals (vs. epistedails), gerunds without
a subject, and modal root in nitives. The perspectivahaisih necessitates a di-
chotomy in the ontology, between on the one learedtas fragments of history and
objectsccurring therein, and on the other hastiongor experiences) as processes
of expanding histories apdrsorgerforming (undergoing) them.

Using this dualism in the ontology, we can account for tletidaal diversity
of sentences as a consequence of their semantic meanipgralives present an
action from the rst person point of view, they do not reptes®gything that can
be considereddescriptionf the world and so they are not used to assert. On the
other hand, declarative sentences represent eventsanribgyn general, be used
to command. It is only by expressing an attitude of desirggation to retribute
disobedience, or simply by stating as an authority thattibwe will in factbe per-
formed, that the declarative sentence can communicaetavelintention. Intro-
ducing the “different underlying content structuresaBedmote about thus allows
us to do what Portner and Wilson and Sperber could not dairep different
range of uses of imperatives and declaratives from tleitiserontents. To do
lists, which Portner associated with imperatives, araeojdoy actions rather than
properties. Worlds, on the other hand, contain eventsothidtlze perceived or oth-
erwise understood from a third person point of view. Tihewdalaratives describe,
whereas imperatives command. The intricate semantigtlip&tiveen imperatives
and their “corresponding’ declaratives is how no longdiea ohdaving the same
deep structure or propositional content, but it is a coasegwf the perspectival tie
between actions and events: The performance of a cerbaimnsabe expansion of
history with a certain event.

The primary goal of this thesis will be to develop an unaidirsjaf this "perspec-
tival dualism' regarding semantic content. Those who evamihtain a universal
status of propositions will have to provide a better motivawo subsidiary goals
should also be introduced here. Firstly, in order to itkegn@erative sentences
into semantic analysis we will also need to go beyondkttesaantic modelling in
terms of valuations. Despite my use of a ‘ful iIment vddaeeamerely for the sake
of argument, imperative sentences do not have a valoe ebstothat would make
their utterance correct in some situations but not in otingperative sentences do
not necessarily have preconditions. They are used to axfiadd list', as Portner
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explains, so they hapestconditianEheir meaning is constituted by their context
creatindunction. Because of this, a dynamic concept of meanitrggiel 996) is
necessary in order to assign meanings to imperativestiWtineamic semantic
framework is still seen by some as no more than an inteadtstingtive next to
classical intensional semantics, | believe that in dealinmperatives—or in fact
all performatives—dynamic semantics is the only way to go.

The second subsidiary goal is to convince the reader $ipite tiee dif culties
in extending semantics in such a way that imperatives thageneral picture, it
is a worthwhile activity to do so. Providing a semanticsgpefatives is not just a
matter of "covering' some group of furthermore unintegesgntences. The goal of
a semantics of imperatives is not just to "have a semaimigsrafive sentences'.
It is to be able to explain some of their intriguing propseatiel possibilities and
so to have a better understanding of linguistic meaningerafyjd mentioned al-
ready the discussion in the literature on the possibiétyloédding imperatives in
Korean. In the third chapter I will argue that in Dutch theeragive displays past
tense forms and rst and third person forms (so-calledtikiest). Without a se-
mantics that explains what the distinct meaning of impessintences actually is,
no good explanation is possible of the possibilities ardices of those past tense
and non-second person constructions. Furthermore, aissrafiimperatives will
help in explaining some properties of closely relatetivalrdonstructions like the
ones mentioned above already. | hope to convince the reddbese properties,
like future orientation and an agent-perspective on thie akenot all immediate
consequences of the theories developed for declartgiveeseamd thus make their
analysis highly relevant to the study of other facets oa¢gngnd meaning, such
as tense, aspect and modality. The only thing that stamgsviiay of such a more
balanced role of imperatives in those elds of study ickefla clear and well mo-
tivated extension and generalization of formal semattiedsi¢o nondeclaratives.
This problem is what | hope to have alleviated somewhahe pheisent study.

With this thesis | therefore hope to contribute to puttingrahto the discussion
on whether there can be a ‘logic of imperatives' and winepleeatives have truth
values, or what a sentence type operator is. We should howask can analyze
natural language in such a way that we are able to integysiegit limited set of
semantic tools. Rather, we should see for what purposewdgrdstpe of sentence
may be used and what grammatical complexity and contersia@isy it provides
to accomplish this. We should then construct an interipeetaechanism that cap-
tures precisely this functionality of those sentencé®rinvee must ask, not what
the language must be like for us to be able to interpret wHatwe must be able
to do in order to speak it.

In chapter one | start with a discussion of the literaturhiiospphy of language
on the notion of meaning in relation to that of mood or seatgpe. The general
tendency to create a dichotomy between content and ‘nmooidier to sustain a
central role for propositions, is criticized. Insteaglaitjued, we need a dichotomy
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between the meanings of the sentences. Not only is thieptaaltg natural view
on the meanings of terms, but it also allows for a more nattical of meaning
in which we do not have to dissociate meaning from that vghddnée with the
utterance of the sentence in its context.

The second chapter addresses the issue of what it meargy@idémperative
sentence type' in a language. Speci cally, | contrasethefvgenerative linguists
who introduce the sentence's functionality in the exmanaft its structure with
the criticism of Bolinger (1967), who argues that such aduitigy constitutes a
nonscienti ¢ classi cation of sentences according ttidnno the analysis. This
would stand in the way of taking serious the similaritie®eéetsentences of the
same surface form but with rather different functionsrdingoto Bolinger the
bare in nitival form in English constitutes a sentence tiipe has been dubbed
the "hypothetical' by some (Jacobs, 1981). In this chagigct to that analysis.
The bare form is a mixed class of sentential construcaoisr tall sorts of reasons
need not have a nite verb. Here the work of Blom (2003) isingightful. She
argues that learning to use niteness means learning inoashtexts a nite verb
Is needed, rather than learning when a non nite verb musteloe However, we
can at least partially explain the intuitions of Bolingéro#imers that there is a
commonality among bare form in nitive constructions: inyntases it is due to the
rst person perspective that the subject is not part of Wwhatehtence represents.
Because of this lack of a represented subiject, there @sradsd for agreement on
the verb. This explains why many performative utteraacesarmite: they concern
the interlocutors' actions and thus allow for the rst pgosospective.

The third chapter concerns the mentioned pretheoretisai chtion of sen-
tences in types. Some generative syntacticians haw ttlairttee imperative by
its very nature is a non nite and unembeddable constru¢heir grammar would
necessarily involve reference to their function in catiwerand it would not have
the syntactic structure needed to dissociate the sememesentation from its ut-
terance context. | argue that this is not a reasonablésaoblye semantics of
imperatives. This is illustrated by means of a discus8atchf In Dutch we nd
‘retrospective’ imperatives (the term is from Bosqug, T88 are, from the point
of view of semantics, past tense and irrealis. Also, Dstalgtemmatical adhorta-
tive construction, in which the auxiliary verb “latet)) {(3¢ollowed by a nominative
subject and an in nitive verb phrase. It is argued that¢basteuctions are best un-
derstood as imperatives dissociated from their utteoabtee d.e., from the person
spoken to. They are no less imperative than, for exampleg#ise imperatives in
English with "do'-support. If imperatives can indgachmaticallgncode semantic
complexities, then we certainly need a formal semantitisimntlose complexities
can be accounted for in a systematic fashion.

In the last two chapters | present a formal semantic frakiawdrich the con-
clusions of the preceding chapters are taken into acchapteCfour focusses on
the "Ross paradox' (Ross, 1941) and the related issuehafifepermission (Kamp,
1973). By de ning a semantics that captures the functiampefatives, these prob-



8 Introduction

lems are naturally resolved. Imperatives lead to exparfisonedules and for these
expansions itis required that in the resulting schedweamdaryHamblin, 1972)
arises. So a disjunctive imperative gives us two possbkans of the schedule,
immediately giving rise to a choice between those twotdBuhafcommand to do
Aor B, a prohibition againgtwould give rise to th@ossibilitgf a schedule in which
Ais both in- and excluded, which is enough to make the whobeidis incoherent.

The semantic framework of the fourth chapter is develogkdrfin the last
chapter. Here an ontological distinction between actidrsvants is proposed and
a semantic analysis of simple and complex imperativesnsgutén terms of it. Past
tense irrealis imperatives, amongst others, are attabcdenpositional semantics.
Lastly, some further issues are discussed, includinifymgpint, mixed mood sen-
tences, and some more problems are outlined concernimtgrietation of aspect
in imperatives.



Non-declarative sentence meaning

A natural rstthing to do when thinking about meaning ciffiees between sentence
types is to compare example sentences such as the fdil@sing t

(1) a. Mary buys a sports car.
b. Does Mary buy a sports car?
c. Mary, buy a sports car!

The common sense conclusion is that these sentences shamg@a element,
something like a picture of Mary buying a sports car, thasested in the rst
sentence, questioned in the second, and commanded inrdhd& hing intuition
has been expressed already by Frege (1879), has beenttuanédditrine by Ste-
nius (1967) and can be called the standard theory nowadagklyRspeaking, it
means reading the sentences in (1) as, respectively,

(2) a. ltisthe case that Mary buys a sports car.
b. Isitthe case that Mary buys a sports car?
c. Make it the case that Mary buys a sports car!

But when we want to make this intuition more precise, we toipioblems. Pic-
tures lack the syntactic structure of natural languagmaEt They are also of-
ten more open to interpretation than such syntacticalstted sentences are. A
grammatical sentence represents a ‘complete thoutgttssous conventional wis-
dom, and pictures are not complete in that sense. In formeitses we represent
complete thoughts by propositions, i.e., by truth comditiBut if this is to be our
understanding of the “picture’ content, then it is no loageommon element'. It
is equated with the meaning of declarative sentémasghave truth conditions.
The imperative then contains a truth conditional contdré.cbmmand in (1-c) is
treated as an instruction to make a proposition true. Huls te conceptual and
practical problems, as | hope to make clear in this chapter.
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As Elizabeth Beardsley wrote already in 1944:

In several recent studies of imperative sentences the tendencyatedsssni
sentences to indicatives has been marked. Although the desirgutesabs
familiar and manageable form of expression for a form newyisaaatl in
some respects highly puzzling is highly understandable, resseithelvery
dif cult to accept any treatment of imperatives which fails to ypeetair
distinctive features. In common speech, imperativis gemerik seems im-
portant to make a determined effort to analyse them as coordihatattér
than subordinate to, indicatives. (Beardsley, 1944, page 175)

In the rst part of this chapter | will try to counter this netg tendency to
seek a truth conditional “core' in nondeclarative sesitéheppears to be moti-
vated by either a mistaken opposition between represaiisttn about proposi-
tions and functionalism concerning moods or by a searchdegrdy essentialist—
representational or pragmatic—theory of meaning. Aparttifiis, | will criticize
the attempts to ‘truth-conditionalizing' mood by way ategireting nondeclara-
tives as explicit performatives. The critical discusdilois chapter builds on, and
hopefully extends somewhat, the arguments provided iHiR&b9B7), in partic-
ular the third chapter, the rst sections of Wittgenst&l63), Beardsley (1944) and
McGinn (1977).

After having done this, | will sketch the outlines of amaltige approach that
does analyze nondeclaratives as coordinate with deslardiis means, in the rst
place, that the notion of truth is placed on a par with cotnleanations of ful-
lIment (for imperatives) and answerhood (for interregstias concepts expressing
the rules of the various language games that we play wihguade. Moreover,
this notion of ful iIment is not to be analyzed in terms dfitieonditions itself, i.e.,
what must be true for the imperative to be ful lled, but indarstood in a direct
connection to agency, i.e. what mustitwecfor the imperative to be ful lled. This
last step means that ‘truth' does not play any role in thegreétegion of imperative
sentences. That fact raises a fundamental issue for athmeaning in general,
namely regarding the status of the so-called contexplesiticat will be addressed
towards the end of the chapter.

One remark must be made in advance: | will assume for thadenfi this
chapter that we can identify such a thing as the ‘impegmatieace type'. By this
| mean a syntactically and/or semantically de nable €lsastences of which all
members share an interpretation of being some kind ohtiiostiffom the speaker
to the hearer to perform some action. Depending on vartas fancluding stress,
intonation, punctuation, choice of words, social stargidgnore, this instigation
may be more precisely classi ed as being a command,suggesiest, advice, per-
mission, or yet something else. This assumption is nothergltan Hare's (1971)
notion of ‘command' or Broadie's (1972) ‘imperationsilllbe subject to more
scrutiny in subsequent chapters.

1A closely similar argument was presented by Aldrich (1943).
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1.1 Truth-conditionalizing mood

In his William James Lectures (1962), Austin points ouplfilatsophers have often
been preoccupied with sentences that can be said to hahevaltre; sentences
which he calls “constatives'. He shows that there are mrarsemtences in natural
language that do not have a truth value. These are "peviesm@heir meanings
are determined by the actions that are performed by uttieeimg The fact that
such sentences do not have a truth value and do not coastgstziptioaf what
is done by uttering them Austin regards as “need[ing] argnmenore than that
‘damn’ is not true or false” (page 6).

Performatives can be categorized further into those éhadathose that are
not explicit about the communicative act that is performpettéring them. As for
commands, this means that we may distinguish betweem¢328.

(3) a. Shutthe door.
b. I order you to shut the door.

Both are performative, but the latter is an “explicit peafowe’, because its main

verb explicitly indicates what the speaker is doing wieeimgithe sentence. There

are sometimes practical reasons for using explicit péreamif the sentence does
not explicitly (lexically) indicate what the speaker mgdibien the utterance may

fail to communicate the message to its audience.

°| order you to shut the door' would be an explicit performatieeante,
whereas "Shut the door' would not—that is simply a “primarytrpatifce

utterance or whatever we like to call it. In using the imperativeybe or-
dering you to shut the door, but it just isnt made clear whetheewedaring
you or inciting you or tempting you or one or another of many etligty

different acts which, in an unsophisticated primitive langarageery likely
not discriminated. (Austin, 1979, page 244)

He then goes on to point out that there are many other wayscim avhpeaker
can make it plain which action is being performed, such asamg f intonation,
gestures and the like.

Apart from being the source of an extensive body of liee@uispeech act
theory', Austin's ideas have been built on also by linguidtsg in the transfor-
mational grammar tradition. However, there the distimdietween explicit and
primary performatives has been reversed. According {d%#}sa simple (con-
stative) declarative sentence must be analyzed sylgtastitaving a deep structure
performative main clause. This means that (4-a) is aredyz@dng the underlying
grammar of (4-b).

(4) a. The dog barked.

2Within the theory of transformational grammar this notf@'deep structure' is claimed to have
a concrete psychological signi cance. However, | do iaiovdiscuss this point at the moment.
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b. Isay to you that the dog barked.

Ross' claim that the two sentences have the same deepestnpdies that in the
case of (4-a) the entire main clause has been "deletedséfegseveral arguments
to show that a higher clause must be stipulated, and thétjéstsverb and direct
object must be 'I' 'say' and ‘you' respectively. To giwag@ekample, one of these
arguments is the fact that re exive pronouns can in gepeaaur in a clause if
they do not refer back to the subject of the higher claugbabthe rst person is
an apparent exception to that rule.

(5) a. *As for herself, she will not be joining the team.
b. Helen has decided that, as for herself, she will not ing jthia team.
c. As for myself, I will not be joining the team.

To incorporate (5-c) under the general rule, Ross propates tleep structure, it
has an implicit higher clause with the speaker as its.slhigatould be true under
the performative analysis. Ross mentions as an altgrossitée account, that the
antecedent of ‘'myself' is not really a syntactic argumaeptebent “in the air” in
the utterance context. He suggests that there are not riiergndes between such
a pragmatic analysis and the performative hypothesisi@ibdbe able to explain
the observations.

Ross' arguments have been criticized on empirical grguadsrber of fellow
transformational grammarians—Katz (1977) provides sgumseats and references—
but they can be, and indeed have been, objected to on cahgempinds. These rea-
sons have been explained by Lewis (1972). Lewis conrg@srRomative analysis
to semantics. He attempts to extend the truth conditiomalrges of natural lan-
guage so as to capture also the meanings of non-dectarnaes. An imperative
sentence like "Go' has a deep structure | order you to dbisaladter sentence
is true iff the speaker is, when uttering it, ordering thermeago. Though this
means that the truth conditions are almost trivially &al,lktill they can be called
the meaning of the sentence. (Clearly, at this point Audials have been com-
pletely turned around: the relation between the primargxatidit performatives is
seen as an argument in favor of treating imperatives as\cem$t

However, as Lewis points out, applying Ross' theory tanthetss of declar-
atives would be devastating for the truth conditionalytiedaneaning altogether.
Suppose that (6-a) would in deep structure actually barieeasg6-b), then (a)
would be true if the speaker merely uttered it sincerely.

(6) a. Theworldis at.
b. Isay toyou that the world is at.

Lewis does not want to go this far, and preserves the pgvitraasformations to
the non-declaratives.

If someone says | declare that the earth is at' (sincerelgyratphg, etc.) |
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claim that he has spoken truly: he does indeed so declare. | slaioh dinily

for the sake of my theory but as a point of common sense. Yet ohbemigh
tempted to say that he has spoken falsely, because the sentence embedded
his performative—the content of his declaration, the belief\ws-ai®false.
Hence | do not propose to take ordinary declaratives as psedpedorma-

tives (as proposed in Ross, 1970) because that would get theortditibns

wrong. (Lewis, 1972, pages 210 —211)

As for declaratives, Lewis' proposal can be consideredass/ @i working out
the pragmatic analysis that was mentioned by Ross.

If the empirical arguments Ross gave are not enough reasovisao accept the
performative analysis, we may wonder why such argumddtsevound suf cient
for non-declaratives. Moreover, it will be dif cultto natk arguments at all, if they
are not to presuppose from the start that imperative sssteve a truth conditional
interpretation, given the principle of transformatiorahgar that transformations
be “‘meaning preservidguch an assumption would trivialize the whole endeavor,
because Lewis intends the performative analysis to dhwanttiaclaratives have a
truth conditional meaning.

The attractiveness of the performative analysis is bty @m the idea that,
when imperatives can be understood as explicit perfesngtay can consequently
be given a truth conditional interpretation. But evepaifgAustin, performatives
can still be called true or false—for instance when thesaiyes’l hereby declare
you husband and wife”, and someone objects “No in fact yot) detause you
forgot an essential part of the ceremony’—with primargrpetfives the story is
different. To respond to “Go home, Larry” with “No, in faai gadnt (order that)”
is incoherent even in the most farfetched scenarios. Aediif)coherence of such
responses is not a criterion for determining whether orsettance has a truth
value, then what is?

Explicit performatives are in a sense ambiguous betwetaratide, truth con-
ditional interpretation, and a non-declarative, perforenane. Austin calls upon
the latter reading to put them on a par with non-declarptiaeary performatives'.
Lewis and others must assume the former, in order for thectioms to have a
point. But the important point is that the remote avaitgtoli a truth conditional
interpretation is exactly what explicit performativesotishare with the primary
ones. It is for this reason that no analysis that revealden”Btructure in impera-

3Lewis tries to circumvent this issue by pointing to thehairansformations need notthgh
preserving:

0] a. | am talking in trochaic hexameter.
b.  In hexameter trochaic | am talking.

The above two sentences “obviously' have the same daep dhutqb) is true when uttered with
correct accenting, whereas (a) is then always falghistitles not explain how within the context
of transformational grammar it could be established thatatives have the same meaning as certain
declarative sentences, without presupposing that tieegy thath conditional meaning.
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tives, which are, after all, primary performapaegxellanceould ever make them
be interpreted as truth value bearing.

It may be mentioned here that Chomsky (1975) proposed ematite deep
structure for imperatives, consisting of a deleted siylojgcand auxiliary such as
‘will' or ‘must? The auxiliary is deleted in the imperative transformatidrop-
tionally the subject is deleted as well. Supporting theasin of this auxiliary is
the fact that the imperative is incompatible with advésb3/ksterday', supporting
the subject 'you' the fact that only second person re eaivescur in imperatives.
Later on, Katz and Postal (1964) further extended the arguheeauxiliary has
to be "will', because this is the only auxiliary that cam imctags following the
imperative. Their examples are,

(7) a. Go home, will you!
b. *Go home, did you!
c. *Go home, must he!

For the same reasons | mentioned for the performativesaiaityanalysis, too,
attributes a truth conditional meaning to imperatives.dkactly in the sense that
‘you will/must go home' is a paraphrase of an imperative ilhata performative
reading. Responding to a demonstration of some revalyti@va method for pre-
dicting human behavior, one can say “| am convinced by tfeywo will leave in
ve minutes”, but not with the same meaning “I am convinceldebgroof: leave in
ve minutes”.

To avoid these problems Katz and Postal (1964) proposdéaeticanstruction
‘you will VP is formally ambiguous: it is either a declaratia request. In the latter
case, they proposed, there is an abstract morphehe sentence that allows for
the auxiliary-subject deletion proposed by Chomsky. Dinghemd contributes
the reading of the senterasa request.Katz (1977) develops this idea further into
the idea of a proposition having two layers: the contentalagehe speech act
layer. Thé morpheme contributes only to this latter layer, thus agadme of the
problems of Ross' performative analysis. We do not hayehatdhe declarative
sentence actually is an explicit performative, or cldithehaperative is an explicit

4Though published only in 1975, it was written and circukdete twenty years earlier, around
the same time when Austin gave his William James lectures.

5In Dutch this distinction between assertive and perfoenates of modality can be made explicit
with the help of modal particles. There is a clear diffdsetween:

0] a.  Wie zal ik uithodigen? (De tijd zal het leren.)
Who will I invite? (Time will tell.)
b.  Wie zal ik eens uitnodigen? (Doe maar een voorstel.)
Who shall I invite? (Make a proposal.)

With the unstressed particle “eens' the sentence onlydr&amgiive meaning of pondering the
issue whom to invite. Without the particle the sentence icopitinciple also be used to ask who the
speaker wilictuallynvite.
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performative.

Perhaps this account avoids calling imperative senteleces false, but it is
unclear what exactly is the “information’ carried by thehmiore, and what is the
sentence in abstraction of this morpheme. Katz and Pestal s make a distinc-
tion between propositional type and propositional cofiteat rst characterizes the
conversational function of the sentence, the second stant@hement in declar-
ative sentences and their non-declarative "‘countetygrise now move on to a
discussion on that line of reasoning.

1.2 The mood-radical theory of sentence type meaning

Basics of the mood-radical theory

The idea that different sentence types could perhaps staodien terms of opera-
tors over propositions dates back at least to Frege (18A9¢lkknown judgement
stroke © was introduced to distinguish the thought from its asseftie thought
can be merely entertained, or it can be asserted as beimpdsgesentences that
are not used to assert anything express the thought withentijpurpose.

An interrogative sentence and an assertoric one contain thiecseyhe but

the assertoric sentence contains something else as well, remimly ake

interrogative sentence contains something more too, namelgsh rEgere-
fore two things must be distinguished in an assertoric sentencenttmt,

which it has in common with the corresponding propositionali@uesnd

assertion. The former is the thought, or at least contains tighth8o it is
possible to express a thought without laying it down as true. Thergsdre
so closely joined in an assertoric sentence that it is easy to twvedephra-
bility. Consequently we distinguish:

1. the grasp of a thought—thinking,
2. the acknowledgement of the truth of a thought—the act of judgement

3. the manifestation of this judgement—assertion.

(Frege, 1918, page 62)

This idea has been adopted by many authors in the hope by tiagiding the
problem of nondeclarative sentence meaning. Howeveghthawe not linguistic
entities as such and so this shared “content' is recastriticserms as the proposi-
tion, that is, truth conditional content.

The rst formal proposals along these lines were made éyséorgd1938) and
Hofstadter and McKinsey (1939). The latter introducedesees of the forng,!
whereSis a declarative sentence. Their running example of snténaesés (8-a),

5To be more precise, the judgement stroke is the vertigalthiee and the content stroke is the
horizontal line. So "A' is the though# as entertained, and A' is the thoughf as judged true.



16 Non-declarative sentence meaning

formed on the basis of the declarative (8-b) by means oktia¢oopLet it be the
case that”.

(8) a. Letit be the case that the place 3 is red.
b. The place 3isred.

Hofstadter and McKinsey restricted themselves to thgmasomel' imperatives
which they calledhts. They introduced an extension of propositional logicrihat i
cludes connectives between ats. In this logic it couladberpthat all complex ats
are equivalent to a at built from a (complex) declaratierse. In this sense, the
special imperative connectives were logically spedkimdpiret’

Stenius (1967) brought the idea of a distinction betweg@otional content
and sentential mood to the attention of philosophers afdgegagain. According
to Stenius, a (natural language) sentence consist®wotland asentence radical
The latter is understood as a ‘that'-clause, with trutlitioorad content, and closely
related to the picture theory of meaning (Wittgensteir2)198e mood, however,
is not a part of the content of the sentence, but expressss tifehe sentence in a
language game. That is to say, to each mood correspondalaigergoverning its
usage. For the indicative and imperative mood these eyulespectively,

- Produce a sentence in the indicative mood only if its senatical is true;

- React to a sentence in the imperative mood by making tbacserddical
true.

As for the sentence radical, it remains somewhat uncleaefsoe to understand
the relationship between indicative mood and proposidiorihe one hand, the
propositionp is equated with the indicative sentdrfpethat has the propositional
contentp. The sentence radical is written @s Which, | take it, is intended as
indicating that it is "in need of an operator'. On the othed hatenius distinguishes
between thdescriptivieuth value of a sentence radical (the semantic notioth)f tru
and themodaltruth of an indicative sentence, which concerns its pregge (an
ordinary language conception of ‘truth').

Stenius draws the terminology of mood and sentence namfical footnote in
Wittgenstein'®hilosophical Investigations

Imagine a picture representing a boxer in a particular stan¢éhisipicture
can be used to tell someone how he should stand, should holfj dirhsel
he should not hold himself; or how a particular man did stasuthrand-such
a place; and so on. One might (using the language of cheraistiyi} @ic-
ture a proposition-radical. This will be how Frege thoughédaisumption”.
(Wittgenstein, 1953, note t@2)

’Or, as Hamblin (1987) puts it: “In effect, all that is necgssaonstruct a logic of ats is to get
a good book on the logic of indicatives and inscribe an atiolamark on its title-page.”
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It is somewhat unclear from all this whether the sentemnca vould itself be a
self-standing declarative sentence or not. The cheraloglyasuggests the latter: the
mood operator is needed to turn the sentence radical iit@ddad sentence. Ste-
nius makes a distinction between propositional and mottalThe rst is merely
a characterization of the pictorial content of the sentdeckatter is intended to
capture the ordinary language conception of truth asrapfya statement made
in discourse. This is the judgement that the picture isextogpresentation of the
way things actually are in the world.

Similar ideas have been presented by Searle (1969) antP4@yel§ Searle's
terminology, the imperative sentence is analyzed assitpmopsed with directive
illocutionary force. Hare distinguishes the descriptiothendictor of the sentence
(in his 1970 article on the topic, he uses the terms “phaastimeustic' for these
two aspects of the sentence respectively). On the basiseothtiee best known
formulations of what appears to be basically the samehateadhdve been many
debates about what precisely these notions of senteraldpeajposition, phrastic)
and mood (illocutionary force, neustic) should be taken taill not, and cannot,
attempt a complete analysis of all the different views anatiter at this point.
Instead, | will restrict myself to three intuitively appgalonceptions of what the
sentence radical could be. Based on the above discusgiomayhoe thought of
as something like pictures, gerundive nouns, or deel@atiences. By restricting
myself to these three options | do not mean to suggest thatratheories about
‘what propositions are', involving complex concepts tdilrpemcesses and notions
of conceptual ‘content’, can be reduced to either one eflines simple, sensory
or linguistic objects. What | do mean is that, whatever aarhe$ those theories,
a sentence radical is going to have properties clossjyarutireg to those of either
pictures, gerunds, or declarative sentences: eithdrisgreensory, or something
referential, or something which is truth bearing. As | loopbdw, none of those
attempts of understanding the mood-radical theory wask&duction of sentence
types to a single underlying representational core suf ces

Sentence radicals as pictures

Let us rst investigate the rst option, that a sentenceahi something like a
picture—a photo, let us say, of Cassius Clay in the ring iferssie pose. Now
consider someone holding this photo in the air and saying:

(9) a. ?Thisistrue.
b. Thisis Cassius Clay
c. This was Cassius Clay's usual defensive pose.
d. Thisis Cassius Clay defending himself.
e. ?Thisis that Cassius Clay defended himself.

The picture cannot be used as a judgement, as is seen frodh(€g) but it can
perfectly well be used in the role of a proper noun (b), oenpyofe), or even in
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the role of a complex nominal (d). The picture functions agraphrase, not as a
sentential clause.

Concerning this point, Wittgenstein stated already ifrdisatusthat “the sen-
tence is a picture of its state of affairs, only in so fas bgicially articulated” (1922,

4.032). The picture in his picture theory is modelled ateesces, and must be
similarly understood. The picture is not an object but atstal relation between
elements (‘names)), i.e., a fdaotshort, the idea of a picture in thiectatuss quite
different from the perceptual notion of a 'sense datumsefitence as a picture is a
grammatical structure.

On occasion we use images as messages without any fuctuee.ste can
install a convention that in traf c anyone who approached kght has to come
to a halt before the white line and wait until the light segidb green. The red
and green lights do not have the grammatical structure mparative sentence.
However, natural language is of course not conventioh&d sehse. What we are
after is an understanding of natural language meaningasmgtieat is understood
in terms of the grammatical composition of words and thaminge

Perhaps itis believed that we can understand semamnticg &letween sentences
of different types in terms of the incompatibility of theggsavhich they represent.
If so, then the question is what makes such images incéefdatgimpossible that
Bill is both a bachelor and married, but how does this showrnnanpatibility of
imagea Certainly two such images caplgsicallsuperimposed, though it makes
for an image that is not an image of anything that makes garserhis shows
that it is not the image as such that constitutes the coffitinat ®entence, but the
possibility of that image representing something that actulally be the case in the
world, i.e., its truth conditions. Then the sentence Hladina longer a picture in a
graphical sense of the word, but a truth conditional corteistidea is discussed
later on. First, | will consider the possibility that théesee radical is something
like a gerundive phrase.

Sentence radicals as gerundives

Both Beardsley (1944) and Hare (1949) propose that the cooamient of imper-
atives and declaratives is a gerundive phrase.

“Shut the door at tim& and “You shut the door at timé apply two differ-
ent semantical functions to the event designated by the gerunalses"pbur
shutting the door at tim&. One orders your shutting the door at timand
the other predicates this same event. (Beardsley, 1944, page 180)

This raises a question similar to the one above: how do ws&tamdéhe meaning
of a gerundive phrase compositionally, as a grammatibatatton of the words
‘you' ‘shut' and “door'? It appears that the gerunds refesrtts, but how is such

8See also Stokhof (2002) for an extensive discussion @ndtéigs notion of pictures in the
Tractatus
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a relation of reference established, if not via the trutlitioms (or “satisfaction
conditions’) of declarative (or imperative) sentences?

In many event semantic theories events are consideredrtachéaps (Davidson,
1980). But of course that does not mean that the relatidnstvjeen the gerund
and the event it denotes is one of ‘naming'. That relaposséstablished by the
judgement that the event is one in which you shut the dosrtheitruth of that
judgement, | contend, that makes the gerundive form ofchignse refer' to the
event particular, rather than the other way around.

Very commonly people say such things as “Raising impliegnooVPartici-
pation implies graduation”. These are then clearly esanfi@stailment relations
between gerunds and nouns. But what makes the entailmhdfitswauld say it is
because you cannot perform the one action without perfpth@rsecond, or the
rst cannot take place without the second taking placearSestance, there is only
a contradiction in the conjunctive property ‘sitting agrudatg' insofar as it is sup-
posed to apply to one and the same person at one and the sanmeatira and the
same world, and so on. In formal semantics it is easy to dentadment relation
on the level of properties, but this is done using lambdadciiost and so it is de-
ned on the basis of the primitive types e (for entities) &iod truth values). The
claim that we camake senskéentailment relations between properties must there-
fore be distinguished from the claim that entailmentaetatietween sentences are
made sense of onitlyterms oentailment relations between properties. If gerundives
and properties are to function as sentence radicals, eremahment relation be-
tween properties has todmnceptually primitivels in this sense that | consider the
entailments Hare proposes to be problematic.

Both Beardsley and Hare claim that the sentential comseatipropositional
logic can be given a sense already at the level of gerunds.

“Or” and “and” connect gerundive phrases in their original ngga@ind sen-
tences only secondarily, after the semantical functions haveptiedn Ehe

truth functional interpretation of “or” and “and” used in thewdas of indica-
tives need not be disturbed by this analysis, however.

[...]

The constant “not” can be treated in essentially the same fastind’and
“or”. “Do not come with me!'e.g.orders your not coming with me. (Beardsley,
1944, page 182)

Similarly, Hare claims that there are valid inferencesdmetwminals but it is
not at all clear what their semantics would be. The follesvargexample of such
an inference from Hare (1949).

Use of axe or saw by you shortly
No use of axe by you shortly
Ergo: Use of saw by you shortly
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Hare calls these nominal constructions “descriptosssuugests that they are thought
of as having truth conditional content. If so, then the affgrence between them
and ordinary declarative sentences is syntactical. Agathénpoint seems to be
that, from the perspective of formal semantics, thesmodsrare certainly sensible
as abstractions from the entailment relations betweencgstbut it is a different
matter if it is supposed that those entailment relationgéetsentences are to be
understood in terms of the valid inferences between nenSoah a perspective
forces us to depart from the idea of entailment as ‘trudryatsn' or anything
even remotely like that.

Apart from this conceptual problem with the gerund/nonaippioach to sen-
tence radicals, there is also a linguistic reason fonghthki gerunds are not the
level at which we will gain the desired unity of sentencengebakoff (1972)
discusses the contrast between the following two sentences

(10) a. | enjoyed playing the piano.
b. I enjoyed my playing the piano.

As Lakoff observes, in the former example the speaker entimguon the activity,
the joy of beingengageth it; in the second example the speaker is commenting
on the piano playing as abservem this case the results of the activity are being
enjoyed.

We have to consider the possibility that the attemptedticedo€ the content
of imperatives and declaratives to gerundives only leausx@pposition between
senses, now a contrast between action-gerunds andrevelst-§éhat imperatives
command is the action of playing the piano (at thynghereas declaratives describe
the event of my playing the piano (at tihe

This is not merely a pragmatic difference, as Lakoff expraintensional con-
texts where the speaker dreams he is somebody else, tbe pdrspective of the
event gerund allows for a counterpart-reading in whichehkes is not equivalent
to the observer. For instance:

(11) | dreamt that | was Bill and attended one of my piano itentenjoyed
my playing the piano.

Moreover, Lakoff points out that the following is not a eointtion.
(12) | wanted to be president, but | didnt want myself to esigent.

Thus, it appears that the gerund-approach to sentenedsrddies not bring us any
closer to a sentence type uniform conception of meaniagt ihdnly introduces
new problems, because it is not at all clear how we couldlie meanings of the
connectives in terms of the gerunds directly, without ardescsentences.
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Sentence radicals as truth conditional content

Stenius identi es the sentence radical with the propodiyothis he means that
which we use in propositional logic, i.e., something that trath value. This view
also raises some problems. First of all, it is not at albieese would need a mood
operator to turn a proposition into a declarative sent®neeneed only utter the
sentence radical to make a statement. If the propositioe sotis the statement, if
the proposition is false the statement is also false. Wheatoulnl we need to assert?
We can even turn this point around and ask: how could a gropdsive a truth
value if it were not in virtue of the possibility to make aratait by it that would
under certain circumstances be true, and not under others@ricept of ‘modal’
truth® is not only obsolete, it cannot be distinct from descrititie if we are to
make sense of the latter.

At this point we may still choose to con ate these two nadioinath without
thereby rendering the mood-radical theory pointless.Wdediscard the declarative
mood operator while holding on to the operators for noaaégke sentence moods.
Stenius himself suggests this much, by writingpeentid| (p) for the propositiomp
in the indicative mood. The sentence radical is then sag#tht can occur stand-
alone, as a declarative sentence, and embedded under peratod®cOne such
mood operator is the indicative, in which case the meamamsethe same (it is
the operator of identity). Another mood operator is theudgisle, in which case
the meaning of the sentence is that it functions as an taleuse of the truth
conditional content of the embedded declarative.

If we propose to understand the imperative mood in this waye&d to say
what such an operator is and what it is supposed to do. @learigot simply be
an intensional operator, like modal operators in possiltés\@emantics (Kripke,
1963), because those only transform statements abouutievacld into state-
ments about alternative possible wdti@ven that imperatives are not themselves
statements the imperative operator has to account foctthieatamperative sen-
tences do not have truth values.

An often presented idea is that the imperative operatorathstg like a phrase
“Let it be the case that (Hofstadter and McKinsey, 1939; Stenius, 1967), "Make
it the case thak' (McGinn, 1977), or “See to it that (Belnap, 1990%? As such,

9Recall that this is Stenius' term for the notion of truthasyplies to a sentence in the indicative
mood. He distinguishes it from “descriptive truth’ whidlcexms the truth conditional content of a
sentence radical.

101n fact, this is precisely what Lewis (1972) does in thextohthe performative analysis.

1Natural language modal auxiliaries can often be usedomatdasparaphrases of imperatives,
but only when we give those modal auxiliaries a performather than intensional declarative
interpretation; cf. the previous section.

12Belnap does not really commit to a mood-radical theorygdemis a modal logic for sentences
of the form ™ sees to it thak', where is some agent (Belnap, 1991) and suggests that thosesentenc
correspond in meaning to imperatives of the foreee to it thaf\!'. On the basis of the thesis that all
imperatives can be cast in this form, he concludes thay @ftid logical semantics of imperatives
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these expressions do not yet show what is the mood and thwhaeisténce radical.
Stenius insists that the radical is a ‘that'-clause. Mp@ints out that it is not
entirely clear how to extend a Tarski-style semantic, tivnici ascribes truth to
sentengeds such ‘that'-clauses. This problem can be framed inltvarfig way:

if truth is a property of sentences as they are used in gggnae (i.e., truth
in the sense of modal truth), then it does not apply to dlaatses, because those
are not commonly used in natural language to make stateSteiifsas | argued
above, the distinction between modal and descriptivecamitiot be upheld, then
truth, as a predicate, applies primarily to declaratiemses. It can be extended to
‘that'-clauses in a derivative sense at best.

McGinn thus prefers an analysis of the above mentionedrathoal-expressions
in which the radical is the declarative sent®&m@cel the mood is the entire phrase,
including “that”, preceding it. The mood expression carebtet either as a main
clause imperative with demonstrative reference to amoétef the declarative sen-
tence radical, or as a unary operator over such a senteatemadh like the way,
e.g., negation is standardly de ned. Given that McGinmgldiat both approaches
are equally satisfactory and amount to what is basicagnteeanalysis, | will re-
strict myself to the latter approach since it avoids havohigduss demonstrative
reference. Under the operator theory, the meaning de witian imperative sen-
tence may now be formulated by de ning the predicate delil(lhstead of True)
by equivalences such as the following.

Ful lled ( Make it the case that att) Itis made the case th& is true at

Because the Ful lled predicate is de ned in terms of thi pretlicate, all we need
in order to deal with sentence radicals is a truth de nition.

All sentences with the imperative mood operator are o¢ &nghlsh impera-
tives, but vice versa not all English imperative sentenoéshat form. Because of
that, what McGinn presents does not yet constitute a thieorgaming for imper-
ative sentences. In order to achieve such a theory he stilphavide a systematic
translation of all natural language imperatives into tbd-nagdlical format. One ex-
ample McGinn uses is the imperative “Shut the door”. He cisritt the sentence
radical “The door is shut”, but it remains unclear why thealaghould not be, say,
“You shut the door”. Furthermore, not to all sentence tadicarresponds a nat-
ural language imperative. The sentence “The door is opey® aged as a radical
in an imperative sentence, but the state of affairs of thbelng open cannot it-
self be commanded. Only thetionof opening the door, or closing it, or leaving it
open, etc. can be subject to command. These linguistidi@openatural language

can be restricted to a study of those forms. Nevertheleap, d®s not develop a formal semantic
analysis of imperatives proper.

Amongst these mood-radical approaches | also countstlieevlech actions are de ned as la-
belled state transitions, with the labels being propasilibat is, the action of seeing to it thas
a function from states to states, where the result stageinsvamchA is true. Cf. Segerberg (1989)
and van Eijck (2000).
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imperatives—amongst others, the restriction to an ageativand a subject who is
being addressed by the speaker—are not accounted for by'd/at@ory.

Belnap attempts to explain those facts. He proposesawéaigthesis: a sentence
A, declarative or imperative, is said to be "agenti\if iA is logically equivalent to
the sentence Sees to it thad'. Belnap then claims that all imperatives are agentive
in , where is the addressee/subjed.dh other words, if the equivalence does not
hold forA, thenA is not a meaningful imperative. In this way, Belnap cannaccou
for the linguistic constraints on natural language inNesdly giving a semantics
only for the “sees to it that' constructions. This mood topésahen treated as a
modal operator, de ned in terms of an intensional seméBéitgap, 1991). Again,
this does not solve the problem, because that which stresaope of the modal
operator, underneath the “that'-clause, is always atilectkantence. So Belnap still
owes us a systematic translation of imperatives to deckeatence radicals. But,
clearly, on his account the imperative “Shut the door” awi#é ko correspond to a
mood-radical construction in which the radical is of tme f¥ou shut the door”,
rather than the declarative McGinn uses, i.e., “The dduautis ©nly the former
can be said to be agentive in ‘you'.

My objection to this formulation of the mood-radical theotlyerefore not that it
would be problematic as such, given the constraints |y @utasonable theory of
meaning. McGinn and Belnap are careful to avoid any irteangs with the main
ideas underlying semantic theory in the tradition of TamskiDavidson. What both
authors do assume, though, is that the action commandedris/ahthe imperative
is equivalent in all relevant respects to the action of) &tkips to ensure the result
of the action or, alternatively, the action of ensuringeéHermance of one's own
action. For their analysis to be accurate it is requiredelen identify the action
of shutting the door with the action of making it the casethleadoor is shut, or
with the action of making it the case that you shut the doereTdre several reasons
to doubt that this is correct.

For starters, the phrasing that some authors choose fadithesoch as Belnhap's
‘see to it that', introduce intentionality into the meawihgnperatives where this
is not always appropriate. Saying that someone saw tchi¢ thrashe stepped on
your toes is de nitely not the same as saying that someguoedste your toes.
Perhaps the phrase McGinn chooses, ‘make it the casedsatiptto the same
extent imply wilful and deliberate action, but there giilears to be a difference
between stepping on someone's toes and making it the tgsa thaso. For one
thing, are the following imperatives really equivaleheto make it the case that'
translations?

(13) Do absolutely nothing.
Let yourself go.

Act erratically.

Dont in uence the future.

Let them nd out the truth on their own.

T Q00w
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Another case where this difference shows up is with jant deke for instance
the imperative in (14), uttered, let us say, by the emplbpatio John and the
addressee of the utterance.

(14) Bring that piano here with John. | already sent him over.

We are then supposed to translate it as “Make it the caseuling that piano
here with John”, meaning that the addressee is given aitgBpoior the situation
that together with John he brings the piano here. Now we shuss ¢he addressee
of (14) supposed to make it the aashis owthat he brings the piano to the speaker
together with John, or is he supposed to make it theagestber with Jaho bring
the piano? The second clause in (14) suggests that ittteththiaaddressee need
not see to it that John will help in performing the actiors theperformanoaf
the joint action that is commanded, and this action is onéiichwohn is also
involved. Adding an implicit ‘make it the case that' to tipernative would make
all imperatives into imputations of personal respotysiéen if we do not feel that
such individual responsibilities are intended.

The case is even stronger when we consider quanti ed ivepsuajects. For
example, (15) is to be translated as (16-a), not as (16-b).

(15) Everybody clap your hands.

(16) a. Make it the case that everybody claps his or her hands.
b. Everybody make it the case that you claps your hands.

From this it follows that a mood-radical theory will at leatdte able to relegate the
study of quanti cation to sentence radicals.

Thirdly, the de nition of ful llment in terms of truth impdis that we can sub-
stitute each expression in an imperative by an extegseapallalent one. Then,
if it so happens in the world (future) that Ortcutt is theesalspy tomorrow, if |
command John to be the tallest spy tomorrow | could say:

(a7) Be Ortcutt tomorrow.

On McGinn's view this sentence would have the same fultlvaére, hence the
samemeaningas the command to John to be the tallest spy tomorrow. Hrappe
that imperatives constitute oblique contexts. To expiaifect we would need to
make the mood element part of the representation, jushikis lone in modal
logic. But that cannot be done under Stenius' approachn integorets the mood
purely pragmatically and the radical purely represeathti@elnap does not have
the same problem, because his phrases to it thak' is an intensional operator.
Lastly, we should consider imperative sentences thadcte give permission.
If we look at the sentence (18), it has a reading in which dinesade is merely
presented with theptionof taking a cookie, without any instigation of the speaker
that the action be carried out.
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(18) Have a cookie, go ahead.

This reading is lost on the mood-radical translationssseddpy McGinn and Bel-
nap. That is all the more clear when we consider giving iemvisth imperative
sentences containing the tag if you wish'. The senteh8gisitfanslated as (20-a),
not as (20-b). Note that the latter sentence is ful lledeifatidressee makes it the
case that he or she does not wish to have a cookie.

(19) Have a cookie, if you wish.

(20) a. Ifyou wish to have a cookie, make it the case thatwwoa baokie.
b. Make it the case that if you wish to have a cookie you hanee co

As a result, we have to say what the meaning is of sentdnaatealdrative condi-
tional protasis and an imperative apodosis. So, apartuiamin @ation, also condi-
tional clauses cannot be dealt with in terms of senterzagadiine.

Summarizing the above remarks, it is crucial for the mdioadranalysis to pro-
vide a precise account of the relationship between nahg@hde imperatives and
declarative sentence radicals. It has been shown thanshegitns into the mood-
radical format yield several problems that all seem toebeobathe fact that per-
forming an action is not the same as enforcing the truth@bagation. Let me close
this discussion with a more principled objection by Bewrdskcted at Hofstadter
and McKinsey's variant of the mood-radical theory.

An imperative, then, is for Hofstadter and McKinsey a part okdgnguage,
ordering somethingpoutan indicative. This analysis is open to two serious ob-
jections. In the rst place, it treats indicatives as more funtimeare ele-
mentary, units of language than imperatives, although theréodeemsthing
in our common usage of the two moods which warrants such arsatimmndi
of the one to the other. Secondly, ordinary imperatives areonbbier sen-
tences, whether these are indicatives or imperatives. It is velytdidcoept
an analysis which relegates all imperatives to syntax-langoagjeaiy im-
peratives constitute as direct and uni ed a part of object-larapiagy expres-
sion we have. When | ask John to shut the door, | am not talkingletbog

a sentence be true, though undeniably the action is carried outhadoestya
when a certain sentence is true. (Beardsley, 1944, page 177)

Distinguishing mood from content

The mood-radical theory is often associated with Witegemnstview of his earlier
picture theory and his later introduction of the term ‘seateadical’. But in fact
he did not hold this view, certainly not in his later writingguably also not in the
early work. An often quoted passage suggests otherwise.

The propositiorshowlow things standf, it is true. And itsayshat they do
so stand. (Wittgenstein, 1922,022)
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This seems to imply that there are two acts, one of showingttheonditions,
and one of saying that those conditions are met. Stenias #rguon the picture
theory of meaning it cannot be explained that the sentgadbhatsit is true.

The picture theory of sentence meaning can explain in what way a sentence
showhkow things stand if it is true. But it cannot explain how it mesagay

that they do so stand. For from the fact that a sentence showsigevetizind

if true, it does not follow that it says that they stand so. (Stei$i67, page

256)

| believe this reasoning is mistaken. There are not twatsdpargs a sentence
does: showing a picture, which belongs to semantics,iagdisstythe world is like
that, which belongs to the language game. Rather, it ituim ofirthe fact that the
sentence has a truth value that it shows something, itat,mhdd mean for it to
be true. Vice versa, the sentence “mirrors” a possibié aftees and it is because of
this that it has a truth value: truth is nothing more thanahespondence between
the sentence and the actual state of affairs. In other therdbpwing and saying
are two sides of the same coin.

It is important to note at this point that the sentence castmw its truth con-
ditions from the “mirroring' relation between sentencetatel of affairs alone. As
Wittgenstein explains, a negated sentence does not sifieneat ditate of affairs
from the sentence it negates. They both show one and theastarogaffairs, but
the one says that the corresponding state of affairs dhegletieas the other says
that it does not exist. They occupy a different locatioogical space'.

One could say, the denial is already related to the logicalqiEroairnked by
the proposition that is denied.

The denying proposition determines a logical place other thahalpesio-
sition denied.

The denying proposition determines a logical place, with the Hed¢dagital
place of the proposition denied, by saying that it lies outsitkgtter place.

That one can deny again the denied proposition, shows that whegdssial
ready a proposition and not merely the preliminary to a propogWittgen-
stein, 1922,4.0641)

In this respect sentences show more than just the picteneeddtion p shows
that it contradicts the sentemqc&very sentence has a “logical structure” surrounding
it ( 3.42) which is part of that which the sentence shows ussHassomething
of a picture combining the signaindp, but it is an expression of the logreédtion
that exists between the sentepaesl p. The logical structure thus shown is the
“inferential network' of the sentences of the propositialcalus. In this way, e.g.,
the contradictiop  pshows of itself that it is falsd.461).

What does this little exegesis tell us? The idea that #recgesiso shows the way
it is connected to other sentences is an element of holisaTiadtatusheory of
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meaning that is not taken into account by mood-radicalstedvhat the sentence
p g shows, is that it entails the assertiop afid that it entails the assertion of
g- What p shows is that it denies the assertiop @onceived in this manner,
the idea of showing is in fact closer to the suggestion,diwsrgnett (1991) that
the meaning of a logical connective is its role in inferdg@cetroduction and
elimination rules from natural deduction. However, inéeres a practice, a language
game, just like the ones Stenius proposes for mood. Thsstfieoquestion: why
call the meaning-relation between a sentence and itemagattter of semantics,
and the meaning-relation between a declarative and aatingparmatter, not of
semantics, but of "language games'? The rules that demeatiieg of the moods,
mentioned earlier, could also be presented for negatiothentbgical connectives.

- Produce the negation of a sentence in the indicative migatitba sentence
is false;

- React to the negation of a sentence in the imperative moefchlnying from
reacting to it in the way one has to react to the sentence.

Formulating the rules for the appropriate usage of sent#naious kinds helps
to clarify what exactly is meant by the claim that the sentwrmns' its relation to
other sentences. It means that the above rules are partarftdref sentences,
those rules arghownn the sentences and part of semantics. As a matter of fact,
many authors have suggested that we understand the meéatong®sentences
and their parts in the same way. On that view, sometimes icédieentialism’, what
the sentence “John is a bachelor' shows is that it denietithistmarrietf

If we take the imperative sentence as commanding the, fleumr@perative
mood standsextto logical operators such as negation. If we would want-the im
perative mood to also range over complex sentences, wihnahHh®ofstadter and
McKinsey proposed, then it must command the locationsicall@gpace of those
sentences. But what, if anything, would that mean? If, othiésehand, we identify
the content of imperatives with their pictures, then igtg@ined with the mood-
radical theory, because still all the “logical' operatbesm@nectives for imperatives
(prohibitions, conjunctions) have to be constructed anew.

Hamblin (1971) has proposed to bring semantics and theddttiuy rules of
discourse together on one level of semantic analysis. Wi odayge a set of nor-
mative constraints on discourse, with a language captaiopositional formulae
as well as interrogatives and other types of speech &i$s198i7 book, Hamblin
integrates imperatives in the general approach.) ThHenentaielations between
sentences with propositional connectives are part oftinosive constraints. We
can therreconstruetpossible worlds semantics from the set of admissihlesgisco
if we restrict ourselves to just the declaratives . Hoiweeryould want to give a
representational semantics for more than just decianatvweould presumably end
up with something richer than possible worlds semantics.

13Brandom (1994) presents a detailed defense of infesantialia theory of meaning stated in
terms of the rules of permissible language use.
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The possibility of this reversal is an indication of the pilaysiba theory of
linguistic meaning at variance with that usually adoptedubyus#t linguists,
namely, a theory in which the pattern of the occurrence of therdingilistic
units such as words is regarded as accidental and irrelevarg, @atteth
of the use of the larger units in the social process of conmtmariezomes
paramount. (Hamblin, 1971, page 132)

Observe that at this point we have still assumed the pietarg &s providing us
with uniform meanings of the atomic declaratives and itiwmpsral he point was,
rather, that those pictures as such do not constitute aisetimzory. They do not
tell us what the logical relations are between senteaygek) tiot provide us with a
compositional theory of how the meanings of the complexsestdepend on the
meanings of their components. A semantic theory must aatgpictures, but it
has to represent the “logical space’ in which complexssraenconnected to one
another. However, once it is clear that a semantic thedryepresent the semantic
relationsthe big contrast between ‘mood' and “content' is lostalmihterpreted
in terms of the rules that allow the use of some construttioparticular context
(viz., introduction rules) and the rules of how to contirara that point onwards
(viz., elimination rules).

Different content structures

Still, the question has not been raised whether or nobitréexto suppose that the
linguistic atoms, the primary declaratives and impstratase be interpreted uni-
formly in terms of pictures. It has only been accepted upmdandhe sake of
argument. But there are good reasons—and we have alreadyngseef them—to
think otherwise. In the section on gerundives it was padatetthat the absence
of a subject can have consequences for the meaning ofride lgsuggests that,
like the mood contrast between declaratives and imgerags@milarly have a con-
trast between event-gerunds and action-gerunds. Farthiesome arguments were
presented that cast doubts on the identi cation of imgesatiith propositions: im-
peratives are directed at the future; they do not contdifeatsa all cases; in case a
subject is present it points to the addressee of the wdtérageneral it requires an
agentive verb. These properties suggest that the dffeeeneen imperatives and
declaratives is also a difference in content, not justreité in force.

In this context another observation must be made, corgcdraiembedding of
non-declaratives and their interpretation in terms @&.fBendlebury (1986) argues
that mood cannot be given a purely pragmatic de nition. tdisn@ent is based
mainly on the idea that interrogatives and imperativetsodreasubordinatéd.

(21) Rick knows whether Sam will play it again.

4The question whether imperatives can be subordinategkly lamatter of de nition. Pendle-
bury refers to Huntley (1984), who argues that controltimes are the ‘embedded counterparts' of
imperatives. More on this in the next chapter.



The mood-radical theory of sentence type meaning 29

(22) Did Rick say that llsa told Sam to play it again?

If the sentence in the subordinate context lacks cororeakétice, then in virtue
of the mood-radical theory as conceived by Stenius, theskreate clauses should
all contribute the same thing to the main clause: the piBwtrref course they do
not. The sentence in (21) does not mean the same as the @)eas (@as already
observed by, amongst others, Groenendijk and Stokhof.(1984

(23) Rick knows that Sam will play it again.
The same goes for control in nitives and relative clauses.

(24) a. Rick knows to bring the wine to the party.
b. Rick knows that he is bringing the wine to the party.

If we think of the subordinate clauses as showing but mtingssecommanding
the picture, then clearly mood is more than a differencecim ionperative and
declarative sentences sirshlyw different thidlgs

In short, as Belnap (1990, page 5) puts it: “interrogatidésngeratives are not
just marked differently from declaratives, but possessrfentally different under-
lying content structures.” This can be understood to meaithth picture shown
by an imperative sentence is different from that shown ptasatige sentence.
This “imperative picture' is shared by the subjectleasiggand control in nitives
as well. Wittgenstein (1953%19) suggests that the imperative is a picture of the
action which is undertaken (and must be undertaken) atteriad, in fact, even
Frege himself claimed that imperatives do not containhisoug

We should not wish to deny sense to a command, but this sensai@hnot s
that the question of truth can arise for it. Therefore | shalafidhe sense of a
command a thought. Sentences expressing wishes or requests dre thées ou
same way. Only those sentences in which we communicate or asgrgom
come into the question. (Frege, 1918, page 62)

Of course it is somewhat strange to deny commands a contivelfucetion.
But more important is the idea that commands do not contaugkts (proposi-
tional content) like declarative sentences do. It is unébet that since the work
done by Frege and Wittgenstein little or no investigat®iéden carried out into
the difference in content between declaratives and ingeerat

So why not let the picture in the imperative be "Go home'?r@imengr of an
imperative would be nothing other than this constructiderpreted by the rule
that "Go home' is ful lled iff the addressee goes home?i§ hateeper motivation
for attempting to avoid this, that will be discussed next.

15This does not exclude that we think of moods as operatadiakinat sentence radical and each
transform it into a sentence in the respective mood. Thé®ipracisely what Pendlebury himself
proposes. However, it remains unclear in his article veltdlyeare the “objects” to which moods
correspond, and what is the semantics of sentence radicals.
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1.3 Semantics for different moods

The conclusions from the preceding discussions can bezachasfollows: mood
is not a function from one basic meaning entity (viz., a gitapy to a derived one.

imperative declarative mood
declarative imperative mood
declarative picture mood
imperative picture mood

In the next chapter | will provide arguments against thedspassibility.

First it was argued that the difference in function betvweestatives (declara-
tives) and primary performatives (such as imperativgn) east for what we can
call the meaning of the respective types of sentenceatilragentences are not syn-
tactic variants of any type of constative sentence. Tiugls ¢an only be attributed
to sentences that are reasonably called ‘true' or faildeast some contexts. This
is not the case for imperatives. There are, of course, stervemential construc-
tions that have uses similar to imperatives, but that dogstns any further: it is
precisely in this respect that truth conditional sematiosable to account for the
full range of meanings of such nite constructions, andHizhvit needs a theory
of (indirect) speech acts. Imperatom@ghave such non-declarative meanings and
therefore they cannot be captured in truth conditionakgeat all.

Second, the idea that truth conditional semantics coukbbasa mood inde-
pendent representational core was criticized. In partitis not at all clear what
such a moodless content could be: it is not a picture, prepedking, and equat-
ing it with gerunds or declarative sentences is not googhegithier. Not only is
the opposition between a pragmatic theory of mood and sergptenal theory
of content a false opposition, but the uniformity at theesgmtational level it aims
to safeguard is not plausible anyway. The picture commeméeaces of different
types can only be afstractioaway from the differences between those sentences.
That is, the best we could hope for as a relationship betweds imas follows:

. ? . ? . -
declarative mood = picture = imperative mood

However, even if this would be a correct description ofl#temship, it is clear
that we do not gain any uniformity at the level of semanticyti&hat we assign
meanings to are the sentences, with their moods. The pasturely be understood
in terms othose meanings, so we will still have to analyze thosegaeaparately.
This conclusion appears to be an unwelcome one. Unwelemaugséda conse-
guence is that we do not have at our disposal a shared cathtevitioh we can
guarantee a uniform interpretation of terms and logicaltope For instance, if it
is correct that quanti ers like “every' and logical opsrstich as negation cannot
be dealt with on the level of a sentence type uniform trudltiooal content, then
we run the risk that we will have to provide se@paratenalyses of the meanings of
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those quanti ers and operators. To repeat an earlier exarhpt the word “every'
contributes to the meaning of (25) cannot be explaineglisdi@ms of the state of
affairs resulting from complying with the comm&nd.

(25) Everybody get yourself a dance partner.

If this quanti er then has to be given a separate analygsisahowve explain that
it is the very same word that contributes the meaning of ersaliquanti er in
declaratives? The issue does not stop there. Consideb tint'véf the meaning
imperative “John, hit Bill' (with "John' a vocative) doeswolve the proposition
that John hits Bill, then what ensures that the verb hasntkensaaning in both
sentences? At least in standard Montague grammar theuldrtbernote a function
of the type e, e,t , i.e., a function that takes one argument of type e (entdy) a
returns a function that takes another argument of type estamdsra truth value
(type t). So if the meaning of imperative sentences doegailee iany entity of type
t, then why would the same function be contributed by thatinexn imperative
sentence?

It is not as such inconsistent to claim that it does. The nysaoii the words in
imperatives would then be analyzed as ‘that which it wotlidbete to the mean-
ing of a declarative'. Whereas in declaratives those agattiet compose an object
with the semantic type of a truth value, in imperatives thady wontribute the same
meanings but the overall semantic type of the sentencédowdifférent. | presume
that we then have to stipulate some mood element in the isecoamposition of
imperatives that contributes a function from somethirgeitype hierarchy of enti-
ties and truth values to some ‘imperative meaning typa', fsaiiment value'. So
“hit' would denote some function of the typee,t and "Bill' an entity of type e.
The mood element would then presumably be of the tgpef , with f the type
of ful lIment values. So it takes the property of hitting Bd., the set of entities for
which it is true that they hit Bill, and it returns a ful limemlue (whatever that may
mean)’

This approach might be considered plausible in the sersertkares a unique
semantic meaning to words, but it is also odd for a diffessdan. What it implies
is that the words have a meaning solely in virtue of their deelaratives. This is
most clear when we consider the possibility of a languagadimnly imperative
sentences. In such a language, would we still want to stig titegir contribution
to the meaning of declarative sentences that gives théhewnaeanings?

18t has been argued convincingly that these quanti er werdsgenuine part of the imperative
sentence, not vocative constructions. For one thing)ithé2® exive can be a third person pronoun
such as “himself' (Beukema and Coopmans, 1989). This wblidpossible if the word “everybody'
were vocative, separated from the main clause by a conthe. &Fguments supporting the claim
that these determiner phrases are not vocatives willdrequiés 3.3.

"Here we also run in to the problem that model-theoretic semiardesigned for sentences used
to describe the world: the verb in an imperative does notedeget of objects for which something
“holds'. More on this below.
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Frege's context principle states that “It is enough if tip@gition as a whole has
a sense, it is this that confers on its parts also theirtt¢htege, 1884, page 71).
This principle is sometimes explained as a statementthatdhnings of words are
learned via their role in sentences. It contrasts withitiogope of compositionality,
which is supposed to explain the possibiltyeaitingnew sentences by means of new
combinations of the “old' words (see, amongst others2@&a®), In view of these
two principles, the above account of word meaning statestbaly acquire word
meanings from declaratives, though we can use those seaciiegte sentences of
all moods.

McGinn admits that this is odd. His reductionist analysigysa “more or less in-
genious employment of the concept of truth” in order to déelamguages that do
have both imperative and declarative sentences. He esdtigathoice for uphold-
ing such a reductionism on the basis of three requiremeansadequate semantic
theory. They are:

1. the theory assigns a meaning to every sentence of tagdangu

2. it does so by assigning meanings to the primitive pahes séritence, and
by showing how the meaning of a sentence depends on thegsehthinse
parts;

3. it ful lls the second requirement in a systematic andramiivay.

My concern here is with the third requirement. McGinn clthatst is this require-
ment that necessitates using one central concept in thesentantic theory.

Since, as Davidson arguedth seems the concept best tted to meeting these
adequacy conditions on semantic theories, we do well to try tib ptaksible
that, even in the presence of sentences to which the concept seenabirappli
it can retain its central position. For if such sentences weredagualcitrant

to Davidson's style of semantics, we would be obliged to aclgeoaledsic
inadequacy in the programme. (McGinn, 1977, page 302)

But why is this so? The idea that a semantic theory hasnovasaigngs to the
primitive elements of the language in a systematic anthunifty appears to be
based on the reasoning that, if it that would not be the casewd not learn the
language. That is to say, the third requirement is thattiamse theory be plausible
with respect to theognitiveapacities of the users of the language. | claim that to
meet this requirement we do not need to assume a centrat tbke doncept of
truth. Moreovemotassigning a central role to that concept will allow us talten
a semantic theory in which imperative sentences can atsmbesa on their parts.

As the examples at the beginning of this chapter were thtersthew, there is a
strong feeling that there are correspondences betweanesent different moods.
To repeat those examples here, the idea is that (26-a) dmdf@@bout ‘the same
thing', i.e., the situation, or event, of Mary buying a spoant
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(26) a. Mary buys a sports car.
b. Mary, buy a sports car!

This, | believe, is not entirely accurate. The declaratiagnty is about that event.
We can, as a matter of speech, imagine being present wheal ikdoding made,
watching Mary buying the sports car. However, the impecatitent is not quite
the same. What it is about is not some event that we can irpagie&/ing, be-
ing present at the scene. It is something we can indagngebuying a sports car.
This involves performing certain actions: making thepdgahg the sum of money,
obtaining the car keys. Importantly, in this understanafirige action, thegent
is nowhere part of what is imagined, contrary to what waasidor the declara-
tive content. It is notvith the eyes, buhroughhe eyes that we imagine the action.
This lack of a represented agent is, | claim, what is neealel@iirio explain the
difference in semantic properties of imperative andali®eaubjects, respectively.
Consequently, on this view there is no common entity oticituhat imperatives
and declaratives are about. So what does the ‘correspdmetere=n (26-a) and
(26-b) amount to, really? It is based @e@spectivabntrast between the two types
of sentences. What is from one perspective a performabléesdodm another per-
spective an observable event. The rst perspective i§ ttatagent, before (i.e.,
considering or intending) or during the performance ofctimathe second per-
spective is that of an observer, during or after (i.e., b@meg) the event of the
action being performed by the agent. The idea of a corresperzktween the im-
perative and declarative sentences is based on thecabititietstand that these
contents are merely different in perspective. Note tlaat,fegm the difference in
the status of the agent in these perspectives, also thalt@enspective is different.
This will help to explain the so-called “future orientatfomperative sentences.
This “perspectival dualism' is, | contend, a plausibieggsuabout the cogni-
tive capacities of the users of natural language. Thas isgasonable to suppose
that in general one has to have the capacity to distinguvelebé¢hese perspectives,
and relate them, in order to be able to master the languagengiee.g., to walk
is not a matter of being given an instruction manual that/tsll which muscles to
contract and which to release and in what order. It is byimlgsethers doing it,
and attempting to copy their behavior. So what | observeeasdraeone else walk
is not just a path of some objects through my visual eldaléagssomething that
| understand as the performance of an action that | mightinicigde, perform as
well. Strictly speaking, the verb ‘walk' has two diffenes¢s. that of an observable
pattern of movements and that of a motor skill. It is not aemaftsemantics to
identify the two senses simply because people are incpgedsld of understand-
ing them as perspectivally linked. All we can do within §emanconclude that,
because it is reasonable to suppose that a capable lasgyuadiebe able to learn
the word as having those two senses, we are free to asstgrotbesses to that one
word?®

8Empirical evidence that seems to support this view iseéhechesn ‘mirror neurons' by Riz-



34 Non-declarative sentence meaning

Ful iment conditions

The above proposal does not solve all problems, of coursgué3tion that needs
to be answered is how to integrate the proposed dualisnmsanthgetics. Another
important question is how to give performatives a placenames. Introducing
a new concept like "Ful lled' (McGinn, 1977) does not sufltee meaning of an
imperative is not to say that some action is performed brdeialoe performance of
the action. Attempts to de ne the speaker attitudes witthvilnperative sentences
may be used (Searle, 1969; Wilson and Sperber, 1988) israstim and useful
activity, but it is not the same as giving the meaning ofshogences. Uttering an
imperative sentence is not to assert that one has thideattitto merely express
that attitude (desire or intention to punish upon non-ca@npé). The difference
between imperatives and optatives is exactly this.

Interrogative sentences have been associated with@tswenlditions, so we
could say that imperative sentences similarly have éaltlbonditions. However,
two things must be kept in mind here. First of all, ful llmeartnot be understood
as a relation between imperatives and declarativaagfahlimperative means per-
forming an action. The action is the appropriate respohsae3ult of the action
will be that some sentence will be true (the sentence #hatinige addressee of
the imperative has performed the commanded action), butat this truth that
has been commanded (see also Beardsley, 1944, pagedttBdpf &écful lIment
conditions do not describe the conditions for approprsatgeuof imperatives. In
this sense ful liment, like answerhood, requires a diftakee on model-theoretic
semantics. Modelling truth conditions is done by sayingthendifferent possible
worlds are and what is true in each of them. Then we can shgmndnetot a sen-
tence correctly describes the world in which it is utterelaeloking whether or not
the sentence is true in the world. Ful Iment provides no coiccept of a model
that explains when the imperative is used correctly ompardtives haymstcon-
ditions declarativgsrecondition$his difference between pre- and postconditions is
what Searle (1979) calls theection of f the speech act. A declarative sentence has
a ‘word-to-world' direction of t (the words must be made the world), whereas
interrogatives and imperatives have a "world-to-wectiaiir of t (the world must
be made to t the words).

Classical model-theoretic semantics is organized farcesnwvith a word-to-
world direction of t. So if we are to develop a semantiasparatives, it will have
to depart from that classical semantic picture. Somehaelahen between the
imperative (or interrogative) sentence and the respangaltws it must become

zolatti and Craighero (2004). They show that in monkeysheairtain neurons are triggered both
by performing an action and by the observation of someepegaming the action. The research
shows that those neurons are only activated when the @dtindarstood' as such by the monkey.
Furthermore, Tomasello (1999) argues that the develophwamgnitive capacities of linguistic un-
derstanding in humans and monkeys is driven by the youdig &hility to engage with others in
“joint attentional scenes' and by learning to re ect owitsagtions via these interactions.



Concluding remarks 35

internal to the semantics itself. Groenendijk (1999) mesthis for interrogatives by
combining the answerhood condition semantics of GrognandiStokhof (1984)
with the update semantics of Veltman (1996). The rst ird&spnterrogatives as
a partitionof a domain of possible worlds into equivalence classeseoivibrids
for which the answer to the question is the same. For instengeestion “Does
Meredith have a sister?” leads to a bipartition of the wdnkte Meredith does
have a sister and the set of worlds in which she does noe sgrdantics interprets
sentences as functions that change the conversationel ddnis a declarative sen-
tence “Meredith has a sister” is interpreted as a funaicediths to any information
state the information that Meredith has a sister. Grogkiendibines the two ideas
by letting interrogativeaisassues by creating partitions and declaratiselyes-
sues by providing information about which partition costidéie actual world. The
update semantics ‘grounds' the partition semanticstibiogigsthe language game,
by presenting the logical relations between interregatideleclaratives as a conse-
qguence of the rules of language use that give the meanmgesptctive moods, in
the sense of Stenius' proposal. The partitions do nobeesumditions under which
the questions are legitimate, but tbesatehe conditions under which declarative
sentences amevantinterrogatives thus have postconditions in the formevtrel
information. The postconditions of imperatives are ti@nadhat are permissible
after they have been uttered. Permissibility is the imperaslogue to the interrog-
ative's relevance.

1.4 Concluding remarks

In this chapter | argued mainly against the attempts inspphg of language to
reduce the meaning of imperatives to that of declaratiebsregluctions either
falsely reanalyze imperatives as declaratives (eqpiongtives or modal declara-
tives), or they create a false opposition between foranterd.cThe mood is seen
as an operator over a content that is uniform over sentpase lpwever, there
is no strict distinction possible between mood and cob&rduse logic &ways
about the practices in which sentences are related toheséh athormative sense.
Furthermore, content is not uniform across sentence liypesatives command
actions to addressees, whereas declaratives pregiediiegpas objects. This is a
concrete content distinction that reappears in gerunda@mdhiteness of clausal
complements.

It should be noted that this argument was directed agasnist generalized se-
mantic theories, not so much against syntactic theotiedotttze same. Even if
imperatives are not differentiated from declarativesdmg oka force parameter of
some sort, that does not exclude that they can be treateldiasgatax. Languages
may (and do) have imperative morphemes that indicate ¢hseritence is in the
imperative mood. However, the argument in this chapteseppo the suggestion
of several authors that this morpheme contributes anidiemy force operator to
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the sentence that, without the imperative marker, wotilwgjasnonveridical propo-
sition (Han, 1998). The imperatiisnot a directively used proposition so, whatever
the syntax may be, it does not contribute nonveridical gtiops. And if we do
not nd an imperative marker we need not presuppose thatishene that is un-
expressed. The imperative is not imperative in virtue peastar over something
non-imperative. It may well be that some element comnesigatertain illocu-
tionary force, but it is natecessaiyat such an element is present in order for the
sentence to "become’ imperative.

At the start of this chapter | mentioned the assumptionttbia ts such a thing as
‘the imperative' as a sentence type. From a typologi¢afpagw this assumption
is warranted (Palmer, 2001; Xrakovskij, 2001), but laegntzgnally there is some-
times a reason for doubt. In particular for English, withtiter poor morphology,
itis doubtful whether we can speak of such a thing as thaiivparthe rst place.
This issue is addressed in the next chapter.
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In what sense does English have an imperative sentenBadipafperative sen-
tences are simple verb phrases.

(1) Go home.

Other imperatives have distinctive properties, suchies pettson subject or “do'-
support.

(2) Everybody go home.

(3) Dont you be having no more of ‘em bagels now, son.

There is some intuitive appeal to group the above threeexammstances of the
‘imperative sentence type', but is there any theoretit@htioa for doing so? If
there exists such a sentence type, is that a syntactiticsenpaagmatic notion?
On the one hand, it is strange to think that it would be a (pusghtactic concept,
looking at (1). What about that sentence indicates thampirative? In English

non nite verb phrases can also be used with a purely coalditieaning, not some-
thing we would naturally call ‘imperative'.

(4) Go home now and you will miss the best party ever.

On the other hand, if we would claim that the imperative iagatic notion, we
might have to classify sentences like (5) and (6) as bglorthiat same group.

(5) If you dont give me back my spectacles, | will call my ngopmm
(6) Would you mind not whistling? | am trying to read this book

37
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These sentences are most naturally understood asyedgpaetiarative and inter-
rogative sentences.

Portner (2003) proposes that the imperative sentencesyjodde understood as
a semantic notion. It is the compositional meaning of tiensenthat determines
it as having the prototypical imperative force. AccordiRgrtner, (1) denotes a
property that can only be true of the hearer and, becauss, daf i restricted to
the directive function of imperative sentences. | agtékdtmost plausible notion
of "imperative sentence' is indeed a semantic one. It ibatoPevtner proposes,
because | do not see an intuitive motivation for why sometitime typee,t could
only have a directive conversational function. Insteadethantic meaning of an
imperative is what | claimed it is in the previous chapepresentation as action
which is concretely different from the way declarativeseefeventsMoreover,
the conversational function of "updating a scheduld &f zat semantic meaning,
i.e., part of the concept of "imperative sentence’, nog@atia consequence to be
explained from it.

This argument will be developed in this chapter and in themexin the next
chapter I will present an objection to a pragmatic de n@gfamperatives, on the
basis of the observation that some constructions in Dujbh toube classi ed as
imperative even though they are not used for directiva sgeem a narrow sense.
With the present chapter | aim to show that a purely synd@atition of impera-
tives is not justi ed. The idea of a purely syntactic analiyfie English imperative
has led to a number of different approaches. On the one biaredhave attempted
to identify (1) as unambiguously imperative on formal dsodinose proposals ne-
cessitate making assumptions about the "deep struatarling the surface gram-
matical construction. Alternatively, some authors hapesad taking the surface
structure for granted and they have sought a common grdueeiball sentences
of that surface form. The consequence of this latter appsaodat it inevitably
leads to classifying the imperative as belonging to alasdesfsentences. Basically,
it involves all bare form, in nitival constructions. Af¢srat nding a common de-
nominator for this class of sentences in terms of a noategdiy of "hypotheticals',
with a common semantic or pragmatic function, fail. Thaugthdoes not, as such,
imply that the grouping of all bare form constructions @rect, | will give some
reasons, based on the work of Blom (2003), for why we shalyizeathe bare form
as semantically speaking a mixed set. From that | condudeetlattempts at a
syntactic notion of imperative sentence type do not sutbegcaither require that
we speculatively presuppose a semantic or pragmaticohatiperative meaning
or force to be encoded in the grammatr, or else we end up vafis afckentences
that brings us no further to explaining the “intuitive dppeationed at the start of
this chapter.

To make this point, | will rst explain the deep structurg@psal and Bolinger's
(1967) objection to it. Then | will discuss at length thergdts, following Bolinger,
at de ning a semantic concept that would unify all instaofc® bare form in
English. | conclude that these attempts fail and will trsotode an explanation for



Bolinger vs Katz & Postal on the bare form 39

why this is so. This explanation involves a study of rodtiires and the acquisition
of niteness (Blom, 2003) and the semantics of controltimes (Stowell, 1982).

2.1 Bolinger vs Katz & Postal on the bare form

One way of understanding the performative analysis (B68sL&wis, 1972) is

as an attempt to motivate a syntactic de nition of sentgpes,tby postulating a
deep structure that unambiguously identi es each seatehenging to one such

a type. Katz and Postal (1964) make a different proposajhtimthe same spirit.
They claim that (1) is in deep structure “you will go hometh&wmore, it contains

an “abstract morphenigfor “imperative’) that identi es the sentence as beidg use
with a directive intention. It is due to tHighat we can delete the auxiliary and,
optionally, the subject along with it. The arguments theyfgi this covert presence
of 'you' and "will' are the restrictions of re exives asdrniagperatives.

(7) Go home, will you/*should they.
(8)  Wash yourself/*himself before dinner.

So both Ross and Katz and Postal propose a syntactic cbseepgre type by
postulating a deep structure identifying structuadl Bentences intuitively belong-
ing to that type. In both cases this deep structure elenseppissed to be a direct
encoding of the conversational function of being a deegtaech act.

This analysis was rejected by Bolinger (£9H@)objected to the practice in
transformational grammar to introduce deep structureah&deaccount for empir-
ical data, concentrating his objections on the argumepaistaf (19643 Bolinger
presented some arguments showing that Postal's judgmeemtiscorrect. In the
rst place, the restriction to ‘you' in the tag is in generetat, apart from interrog-
atives such as (9).

(9) Eat the meat, will she? —I'll x her!

However, the claimed restriction to "yourself' as a re gedaoun is not empirically
adequate. Not only if we include echo questions (10), buwvitlsannouncements
(11).

(10)  A: Dont kill yourself.
B: Dont kill myself! Why should 1?

(11) Whoever wants to dance get himself a partner anddat's be

Furthermore, the auxiliaries in imperative tags need wilbe

LA later version of that paper was published as the fourtarabia@olinger (1977).
2Those arguments are virtually the same as those used hy Rattal (1964). However, because
Bolinger focusses on Postal's article, | will do so as well.
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(12) a. Come down quietly, cant you?

b. Do come over tomorrow, wont you?
c. Benice to him, would you?

d

Let me help you, may 1?

The last of these is perhaps not imperative, strictlyrspésée 3.3). Either way,
‘will' in these tags is not so much expressive of futurehtgnseher it makes for a
request fowillingnes#otice the similarity between the tags "if you will', &gdui
would be so kind'.

Bolinger's general conclusion was that the proposedrdegpetvas the result
of the presupposition that all of these simple verb phresrictions are imperative
sentences, with an imperatival force. Under that assopfuistal restricted himself
to just those example sentences that clearly do have soparatival force, which
ultimately explains why he only found examples that weictedgo "will you' tags.
Instead, according to Bolinger, the clause type we ang getilihas to be taken for
what it appears to be on the surface: a simple, unin eckephrase, possibly with
a subject. Bolinger went on to discuss the range of uses ttatreected with this
form, which is much broader than merely the directive spetsciiet me list this
range of uses here.

The uses of the bare form in English

ImperativesA rst point regarding the uses of bare in nitives is cordewith
those clauses we would classify as imperatives. As hasnbegroyt by Ham-
blin (1987), imperatives differ widely in their intergir@ta They can be commands,
requests, permissions, warnings, advice, suggestomgr@anHamblin classi es
them into two groups: those that aidul and those that asecountabl&he rst
type includes commands, requests and other uses thaedrenbaslesire of the
speaker. They do not stand in any need of explanation eajimti, but are simply
to be complied with (or not). The second type contains adaosing and related
forms. These imperatives do imply that there is a reasamiplianice, typically
that the addressee is presumed to bene t from compliancer thierself.

(13) a. Hand me that knife, please.
b. Get the hell of my property!
(14) a. Watch out for that knife.
b. Do comein!

Optatives The following examples are taken from Schmerling (1982)iéswh
and Sperber (1988).

(15) a. Please be out.
b. Dont have made things worse.
c. Letthem have survived.
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Some authors have viewed these constructions as ingpédfiativever, there are
some clear indications that they should not be classi adras'eey can only be
uttered in the absence of the person talked about, theylgée aised as a kind of
prayer. Also, the sentence in these uses lacks any foeutivediorce: it is not a
command, request, advice, permission or proposal. Gambedhe verb need not
have an “agentive' interpretation, but they do lack a setdpse and they are future
oriented as well: the speaker hopes thail iurn out to be the cabkat the subject
did not have an accident.

Hortatives Some authors, especially typologists, would distingpistatives from
hortatives (or "adhortatives' or ‘exhortatives'), such as

(16) a. Letsgo.
b. Lets have a party.

Here the subject is rst person plutak you neverl + (s)heThey are normally
considered to be proposals for joint action. In this rabegaiffer from the more
explicit "Let us', that can also be used to express a command.

(17) Let us leave in peace!

The difference can be made overt by considering the pagshleat can be used
on them. If the tag could be “shall we?" it is a proposal essaggif the tag is "will
you?' we are dealing with a directive.

ExclamativesSome types of exclamatives similarly make use of the teowven
form. The rstis an example from Bolinger (1977).

(18) John be a liar? — Impossible.
(19) Harry marry Barry? — Never!

Notice that exclamatives always have an overt subject.

Instruction sentenc&adock (1974) discusses instructions in some detaili¢¢snot
that instruction sentences have different transfornaatieheletion rules. According
to Sadock, of the following examples only the (a) sentewedsolth an instruction
and a request reading. The (b) sentences are only inssductio

(20) a. Keep this thing out of the reach of children.
b. Keep out of the reach of children.

(21) a. Remove the lid carefully.
b. Carefully remove the lid.

3The object drop in the rst of these can be used with realiiréarce. For a study of object
drop in Dutch imperatives, see Visser (1996).
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(22) a. Hold the deck in the left hand and deal three cardsipleger.
b. Holding the deck in the left hand, deal three cards to &aar.p

This list can be expanded further with the following casitras

(23) Using a soft bristle brush or a vacuum, carefully rempvereign matter.

(24) a. Remove the lid carefully, if you are going to do It at al
b. ?Carefully remove the lid, if you are going to do it at all.

Instructions may contain NPIs and instructions cannot petlingtical. Schmer-
ling (1982) furthermore observes that inde nite subjeatstb an instruction in-
terpretation, whereas ‘you' as a subject yields an ivgpetatipretation. A de nite
article in the subject noun phrase is odd, if not ungranahatic

(25) a. Slower traf c keep right.
b. ?The slower traf c keep right.
c. You slower traf c keep right.

Conditions Bare in nitives are often used in conjunctions with déislesawhere
they play a purely subordinating role. Bolinger callsusesenditions

(26) a. Give him atoy and he is busy for hours.
b. Let him go unpunished now and he will not have learnedramyth

In some cases, where "will' is used in the second conjgirtitive may be either
a command or a mere instruction. The use of certain padigthsas please’, now'
and “just’, is a clear way of distinguishing requests frencqnditional interpre-
tations (see also Takahashi, 1995). As Bolinger (197%) atinaf rmative "do' is
another example of this.

(27) a. Justlisten, and you will understand.
b. Be patient, wont you, and you'll make the basketball team
c. Please do your homework and you'll get a good grade.

d. Do come in and I'll make you a nice cappuccino.

Han (1998) mentions some compelling reasons to clasdifiocosentences dif-
ferently from imperatives. Conditions can contain NPksasuany’, unlike simple
imperatives, and they do not contain quanti ed subjeatsmi hegation$.

(28) a. Come any closer and I'll shoot.
b. *Everybody come to the party and she will be happy.
c. *Dont worry so much, and you'll be happier.

4The observation concerning NPIs goes back to at least(D88&)s See also Clarck (1993) for
a more extensive discussion of condition sentencespabdratsthis thesis.
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Finally, an observation by Bolinger that connects thes@ Ibéives to imperatives
is the lack of past tense, seen even in past contexts @kakeplérom Takahashi,
1995):

(29) a. Inthose days Tim was always hungry. Give him a favs datid he
was happy.
b. A:How was the party?
B: Turn up yesterday and youd have had a real shock.

Embedded claus@e bare form is not only used in main clauses such as ingserati
and seeming main clauses such as conditions, but they asedlsn embedded
contexts. Declarative sentences are normally assathatetgkvithat'-complements

of certain verbs. In nitive complements, such as contrifivies and what some
authors describe as subjunctives (Portner, 1997), coilddllgibe associated with
the main clause bare form.

(30) a. | think that John has met Mary before.
b. I hope to see Mary again sometime.
c. |demand that she come here at once.

Huntley (1982) suggests that embedded control in nitreetha “embedded coun-
terparts of imperatives”. Finite ‘that'-complementslated by most epistemic and
doxastic attitude verbs. The in nitive complements onthiez band, are selected by
buletic, deontic and similar attitude verbs, what Far@@2)(&alls ‘weak intensional
predicates'.

Apart from their non-veridicality, especially contratitives as in (30-b) show
some striking similarities with the main clause bareiwesitOne such property is
future orientation (Stowell, 1982, examples from Ter M&@@0, Portner, 1997):

(31) | want you to go home tomorrow/#yesterday.

(32) a. Mary began to eat her pizza.
b. #Mary stopped to eat her pizza.

Only those verbs take in nitive complements that preserddiion as something
being initiated, lying in the future of the reference tirhe.@xample (32-b) can be
interpreted as saying that Mary was, e.g., talking anddppedtalkingn order to
eat her pizza (giving it again a future orientation).

SHowever, generalizations are very dif cult to make harex&mple, as Quer (2001) convinc-
ingly shows, the subjunctive in Romance languages caitentbed with any speci ¢ semantic
criterion such as non-veridicality or non-epistemicxtoltts used in all kinds of subordinate clauses
that somehow “shift' away from the main clause intenpeetatitext. If correct, these observations
go against some of the analyses of Farkas and of PortngiofI@&h non- nite or subjunctive
complements.



44 The in nitive as a sentence type

The bare form under ‘that' is often considered to be a stivgupicsome kind.
Quer (2001) terms it an “intensional subjunctive'. Po(fi#97) uses the phrase
‘mandative subjunctive'. This form does not necessaglyhieasame future orien-
tation as control in nitives do, but it is restricted to dmoand buletic intensional
context and does not give rise to a veridicality presumpegiter.

Sometimes in nitives with the “action mark@are used as main clauses, in which
case they invariably have a non-declarative interpretatio

(33) Oh to someday meet her!

More on these subordinate in nitives later on in this chapte

2.2 The Hypothetical

Bolinger argues in favor of a uni ed semantics of the bangiva. In his 1977
book he defends the dictum of ‘'one meaning, one form': tha&gtenene and the
same form for all these uses strongly suggests that tlegyaatically related in
some sense. The diversity of uses of the bare form iselterbfoexplained, not in
terms of homonymy, but as the result of “intersections thigth ®ystems,” by which
he means contextual information and various ways of iegpoess attitude such
as intonation, particles and tags. The argument againshyragnconsists of two
observations. One is that one bare in nitive can get a#l thffierent readings on
the basis of only a difference in intonation and that tredieage “feel' like merely a
matter of degree. The other observation is that with honyamyemay easily create
a pun by drawing on both meanings, but this never happenkevidadings of bare
in nitives. Bolinger writes (page 173): “The common graarte bare in nitive
with a meaning of hypothesis.” By this he means that a pi@psexpressed, but
not as true, false, probable, unlikely or anything likelthaimerely presented for
the hearer's consideration.

The idea that the bare form uses are somehow explainegjimglhem together
under the heading of "hypothesis' has been further ddvieyp@enongst others,
Jacobs (1981) and Davies (1986). Jacobs coined the testhetiyality' for this.
Whereas a declarative involves one or more truth valuealkypothetical merely
“conceptualizes a situation”. Or, as Davies (page 48]} plkeicontrast, | suggest,
is quite simply that while a declarative sentence assegesition, an imperative
sentence merely presents one”.

| want to argue that this idea, and the various attempts toitmagre precise, are
mistaken. It wrongfully supposes that we can subtracsérgvasfunction from a
main clause declarative sentence and still maintain eanditional content. Since
some authors do seem to suppose that this is possible,caademaattempted to
formalize the idea, | will risk laboring this issue by pngvaldetailed criticism of
it.
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Huntley

Huntley (1984) is perhaps most explicit about how we aré&k®saase of Bolinger's
proposal. He aims speci cally at a semantic theory fotivahcomplements, and
wants to explain imperatives in terms of that theory. Indfdtie following sen-
tences the complementizer phrase presents a situatiog ebsp but the effect on
the overall interpretation is quite different.

(34) a. Joe insisted that Bill nishes dinner by 10.00.
b. Joe insisted that Bill nish dinner by 10.00.

The nite complement suggests that there is some conenetéaz\events) of Bill
nishing dinner that the speaker can refer to, whereas tfigvércomplement
merely projects such an event into the undecided future.

In order to account for this difference, Huntley adoptsdtegorial grammar
framework of Montague (1973), in which there may be diffeyatactic categories
corresponding to the same semantic type. Huntley propalssnguish between
three such grammatical types of clauses, all subcatdgiiesemantic type of
propositions. The rst consists of “proto-sentenceg®f such as

(35) he be happy

that have a subject and a verb but no tense or mood. Of the sg@tare control
in nitives like

(36) to, be happy

that are obtained by replacing the subject by the in niiiv@ementizer to', which
is therefore of typétt (The pronoun's subscript is kept to allow for controhef t
in nitive.) The nite clauses are of type t

(37) he is happy

Tense, modal auxiliaries and the indicative mood (subjbcigreement) are oper-
ators of type tt, comparable to indexical adverbials 'now' and “actually

Huntley (1984) claims that imperatives, as well as thebatteeform construc-
tions mentioned by Bolinger and others, belong to the typeroto-sentences' that
do not have the niteness of declarative sentences. Thistearss is explained in
terms of the distinction made by Lewis (1972; 1980) betmatexandindex® Let
me brie y point out what this difference is.

Sentences depend for their interpretation on the contetteaince. What the
declarative sentence asserts depends on the context i i&hittered. But what

6Lewis (1980), unlike in 1972, uses double indexing (disthigg context from index). Though
Huntley only refers to the earlier essay, it appears thatetheersion is what he has in mind. This
distinction between context and index is also essehtadlgrhe as the one Kaplan (1989) makes by
introducing the concepts dfiaractesindcontent
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this interpretation then gives us isimensionthat is, a function fronndicego
truth values. It says not only what the truth value of thersmnts in case the index
corresponds to the actual context of utterance, but alsitswiaéue would be if the
index were different. This idea of "if the index would berehff is understood in
the following way. We look at certain aspects of the cordaytthe speaker, hearer,
time of utterance, and world—and call this list of itemsrdex of the context'
Ie. Then we can think of all other possible indicedl other possible combinations
of a speaker, hearer, time of utterance and world. Now waycahat the truth
value of the sentence would have been if the context woelltd®v shifted' by
replacing the actual speaker, hearer, time and world byatteraative ones. This
alternative context, resulting from the shift, is alsddéaké context of reference'.
The interpretation of the sentence in the utterance costihn a function that
assigns to all of those indices a truth value. The notatiow ias followsv, (i)
stands for the value ofas uttered i, for indexi. Since we think of the index of
the context as ‘mirroring' the context of utteravicesan be written fov (ic).

So the intension, the valuation per possible index, isdégpermn the actual
utterance context. This can also be seen in a differenth@agtdnsion associated
with the sentence “l am hungry” can be understood as aorathatiassociates with
every time-world index the value ‘true' iff | (the authoamgry in that world at
that time. Thus, the context rst assigns a denotation timdexical expression I
and then we give an intension for the sentence. Severalrspersatural language
are interpreted as indshiftersExamples are tense and modality. A past tense sen-
tence “l was hungry” is true in indaff there is some indéx such that the time in
i is earlier than in, and in that index the speaker inis hungry. Present tense is
seen as an unshifted default tense, past and future teess a® shifters.

Let me get back to Huntley's proposal. According to Huintipgrative sentences
are non- nite, by which he means that they are tenselessaalieé ss. These notions
are, in turn, explained using the intensional semantiesvis. L

Thus, where tense is deictic, locating states of affairs in titive telthis

time (i.e. time of utterance) or some speci ed reference time which is in tur
located relative to the time of utterance, an intension is ageitgresbed sen-
tences, which determines truth-values for them at each index, duby teelat
the contextually determined time of utterance. Tenseless sentenciadiy co
are assigned an intension which is constant across conteatyjmptvith the
time of utterance, provided that there are no other time-deictic elémgn
temporal adverbs) in the sentences. (Huntley, 1984, page 119)

The intension of a tensed sentence is the assignment bfvalwetto that sen-
tence for each indexthough what the intension is depends on the context of ut-
terance. Hence it may be that, if the context of utterant¢bassentence is true at
i, whereas if it is it is false at. Tensed sentences are in this sense “sensitive' to the
time parameter of the index of the context, tenselessssramnnot. Moodlesness is
explained analogously. The non nite sentence “John b’ Ihaggghe same proposi-
tional content as the sentence “John is happy”, but witlotheite one it remains
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unclear whether it &ctuallfrue andwhent is so. It is this lack of context sensitivity
that is supposed to account for the impossibility to maki@ss with non nite
sentences.

A declarative represents a situation (truly or falsely) asgbiaitiis world

(the actual world) by indexically identifying this world as tHd atowhich the
sentence is to be evaluated. An imperative involves no suchl irederécece

to a world. Itwill have a truth value at whichever of the worlds in the set
of possible worlds the actual world, but the fact that it does not indexically
specify such a world permits it to represent a situation being masalgaxhv

as a possibility with no commitment as to whether it obtains,tjrppesent

or future, inthisworld. [...] it is this feature which makes it inappropriate
to characterize imperatives as ‘true' or “false' (i.e. triseaatfthis world).
(Huntley, 1984, page 122)

It is rather strange to think one can "abstract' away frarorbext of utterance.
One can hardly deny being the speaker, or that the time is astlie moment of
speaking, or that the actual world is where youShietingaway from the context
of utterance is possible, but that means that you imadiiregsioi some possible
context of referendéem the perspectivgafir actual context of utterance.

Perhaps it is possible that a speaker would choose withérisitberance not to
make it explicit that it is a claim to be evaluated relatihe iodex of the context.
If so, then clearly the speaker could not use the utterameg&ecan assertion. But
what remains unclear is how the uttered sentence theasstlittuth value. What
is the truth value of “John be happy” here and now? Is it tdakrifis happy here
and now, or if he is happy in a short notice, after some ajgpeogetion has been
undertaken, or when John is happy in an ideal world, oryadike? If Huntley is
right in claiming that the utterer of a non nite sentences chm¢ express that the
sentence is true iff it is true at the index of the contexir{ghéknto an assertion),
then the meaning of such a non nite sentence cannot be asidntén the rst
place.

Put differently, a sentence for which it is not clear hovevalsiated relative to
the index of the context cannot have a truth value in an siakiciterlt only
acquires a truth value anywhere after it has been spew édshactually evaluated
in the index of the conteXtThis speci cation may be done by some superordinate
index shifting operator or by pragmatic inference, but sti@man evaluation has
been provided, the sentence will denote an intension.sTtwasay, it will have a
truth value in any possible index. But then, if it does,ntdistinguishable from an
ordinary declarative sentence as far as semantics gagsvélirhe that non nite
clauses are in a sense semantically incomplete, but tonpetaives, alongside
non nite clauses, functionally dependent on a specicatia distinguished index
is not to propose a ‘semantics of imperatives'. In ordesto tthe theory still has to

"For each context, in fact.
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explain how a main clause imperative can have a convaratiction other than
stating that something is true.

Huntley intends to explain the observation that impersgivences do not have
an assertive function even though they have a truth coabldantent on the as-
sumption that imperative sentences leave "open' whaétiteohindex is. As a con-
sequence, they would denote meanings that remain “hartgmgir', so to speak.
However, on a closer inspection, imperatives do not lask@mngpeci city. To be
more precise, an imperative sentence is as much tied tethefithe context as a
declarative sentence is. A (resultative) stative ingsmttence cannot reasonably
be understood as being concerned with the actual timeraho#teso it has to be
expressly shifted to some later time of reference, olligadoking an index-shift.

(38) a. #Be standing at the gate.
b. Be standing at the gate when the car arrives.

The same goes, in fact, for root in nitifes:

(39) a. #Terugijn.
Back be-INF
‘Be back.'
b. Terugziin  voordatde volgenddezing begint.
Back be-INFbefore thenext lecturebegin-3sg
"Be back before the next lecture begins.’

These constraints are hard to explain if the imperativeensaatically a free oating
intension. Moreover, there are certain forms of progresgeratives that are only
possible if the reference time is really present, notdufast (Williams, 2001).

(40) a. Come on. Let's be going.
b. #Let's be going to a free jazz concert tomorrow.

Imperatives neither allow for modal subordination, whedgmmthat they do not
pick up the preceding modal context, witness (41).

(41) a. Suppose we would have moved to Australia. Visiieyghibors there
and half a day would be gone.
b. Suppose we would have moved to Australia. #Visit yohborsig
there.

From this example the contrast between a main clause iveprdta subordinate
in nitive construction is clear. The main clause imperdies not allow for modal
subordination. It has to be evaluated with respect to tred actrld (whatever such
an evaluation may be). In this sense imperatives are jedttaghe index of the
context as declaratives are: if you want to command sanfetham index other

8Examples from Dutch, INF stands for in nitive.
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than that of the context, you need to make this explicit inufterance.

Nevertheless, many authors have adopted views on thévepeadiin nitives
similar to that of Huntley. Not only Bolinger, Jacobs ande@aw their rather in-
formal characterizations of the hypothetical sentem;dtitalso in a more formal
setting by Schmerling (1982), Portner (1997), PlatzacR@sehgren (1998) and
Han (1999b). Schmerling and Platzack and Rosengren achephisg quite like
Huntley's analySisPortner and Han each develop a formal semantic theory for im
peratives based on the idea that the imperative is a poopetit a truth value but
without an assertive function. Han compares the impenativéhe protasis of a
conditional sentence. An imperative denotes a set ofgpassitis: those worlds in
which the proposition is true and which are deonticallypnap{imaximally satisfy
one's obligations). However, this set of worlds is nototiagswvhere the imperative
is true' or anything like this. Rather, tlaueof the imperative is this set. It is com-
pletely unclear to me what it means to value a main clawseseat being a set of
worlds, if that is supposed to account for the fact that $eosences do not have
truth values. Portner develops his theory within the frarkefsituation semantics
(Kratzer, 1989), where a proposition is a set of "partaiits' and where we have
a part-of relation between such situations. Portnemgiistines between two types of
propositions: those that denote only maximal situatiensyorlds, and those that
denote only partial situations (not worlds). For reasanartéhnot clear to me, only
the former type of propositions can be asserted. The garaabn-propositions do
have truth values, but they cannot properly be calleditrtadse'. This distinction
between “true' in formal semantics and ‘true' as sométhirapplies to assertions
alone is entirely ad hoc and lacks any explanation whatsoeve

These authors all seem to have in mind that the non nitensenséows us a
picture, a possible state of affairs, without asserfihg ihon nite sentence “Bruno
be sitting on a chair” contains the verb “be’, but not in ite form nor supported
by an auxiliary. The idea then appears to be that the sethvescehow a picture,

9Platzack and Rosengren do not refer to Huntley, but whatiéiseyibe informally is virtually
the same idea. The only difference is that Platzack andiiRossssume an imperative mood marker
in the syntax, expressing deontic obligation. The diféetertween an imperative “Go home!” and
a deontic modal statement “You ought to go home” would béhthédrmer expresses a deontic
attitude towards the statement that there exists a gomgéwent, whereas the deontic statement
asserts that there exists such an event for which the déiate is valid. This contrast does not
seem to be an adequate representation of the naturaldathffeegnce as | understand it.

10At one point Portner writes:

As pointed out by an anonymous reviewer, assigning trditi@mnto an imperative
might lead one to expect that it could be judged true orlfaddive that the solution
to why it cannot be requires a better understanding of @tiemabetween semantics
and pragmatics, in particular speech act theory, thanremstigunave. (Portner, 1997,
page 107, note 23)

It is my intention with the formal analysis in the last tw@tetna to accommodate precisely this
need.
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but the predication relation remains "hanging in the &i€.sEntence calls Bruno
to mind, we can close our eyes and picture him sitting orr.aBtlidhe important
point here is, that such a response of picturing Brunasgtimot what wenean
by the sentence. If we do not close our eyes and picture @riiveg picture him
standing up, we do not deny the sentence or refuse to cothpty wi

To conclude, we may think of non nite clauses as callinggsdb mind without
purpose or without being a ‘complete thought'. But if we dtheo we cannot
consider this calling to mind the ‘meaning of the non nétesd' either. Meaning,
it was argued in the previous chapter, is tied to an ideatodnships between
sentences: the rules of the language game. The relati@tsleign the non nite
sentence and the mental act of picturing something is\gentat a rule of any
ordinary language game (cf. Wittgenstein, 1953,This is not to say that the
“hypotheticals' do not, perhaps, share certain graniraaticeemantical features,
but they do not all have the same meaning. Thus, if the impenaEnglish cannot
be distinguished grammatically from other bare form gotigtrs, we should not
conclude that an imperative in fact only calls to mind tlzeatleomplying. The
only conclusion possible is that there is no grammaticadaitiwe in English and
the act of instructing a person to perform some action évedtly means of more
than grammar alone.

Schmerling

Given Huntley's proposal there are no constraints whatsoethe use of in nitive
clauses and so it overgenerates. Moreover, it does nategdexyplain the inappli-
cability of ‘truth’' to those clauses. Basically, the wagriects in nitives to nite
clauses is itself again a variant of the mood-radical theawyly difference being
that in this case the mood operator is a deictic expressionust/wonder: do the
examples of non nite clauses Huntley discusses reabsdker complete thoughts'
that Frege associated with sentences? And is it really tendigtinguish between
in nitives and nite clauses in the way he does to explaimtiigve difference
between nite and non- nite complements? Compare thenseste (42).

(42) a. Itis depressing for Sally to actually, right nowthiatay inside while
the sun is shining.
b. Itis depressing that Sally actually, right now has tonsidg while
the sun is shining.

The difference between (42-a) and (42-b) cannot be onlyea afateixis. The rst
sentence concerns something that depresses Sally,iwheessecond sentence it
is the speaker who is depressed. At least this shows ¢hatrtitee to be explained
by a semantic theory of non niteness. More on thig.i.

Schmerling (1982) agrees with Huntley on the categonabapyio clause types,
but she attempts to give more speci ¢ content to the distiftmtween declarative
and imperative-like clauses (roughly Huntley's proters®s). The imperative sub-
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ject, even a third person one, is always interpretedallgictic
(43) Somebody open the window.

But instead of proposing a functional, pragmatic exmargdtthis feature, she ar-
gues we should turn the picture around: it is not becausmtbece has a directive
interpretation that the subject is interpreted deigtitait it is because the subject
is interpreted deictically that the sentence gets awdin@btérpretation. Under this
reversed analysis the imperative becomes but one memibecbflarger class of
sentences amongst which are also hortatory subjunctivas the following.

(44) The Lord be praised.
(45) God save the Queen.

The common denominator between all these clauses is tbpedker somehow
intends to change the world by making the utterance. Sciy'seté nition of the
meaning of imperative-like clauses is'that:

The uttering of a (categorical) imperative is an attempt theretigg@bout
a state of affairs in which the proposition expressed by thetivegsraue.
(Schmerling, 1982, page 212)

This meaning re ects a “primitive instinctive feeling dhagrson can use magic
to control the world around him”. Those attempts can varydrdinary directives
to hortatory subjunctive prayers and from requests t®-pocus' sentences such as
(46), wishes like (47) and healing-commands like (48).

(46) Start (dammit)!
47) Sleep well.
(48)  Walk!

We may perhaps reformulate this idea by saying that thetatiatbetween the in-
terpretations of nite declaratives and these “catégopeegatives' is their respective
directions of t. But it remains unclear as to what statsglifierence has: it is not,
strictly speaking, a matter of semantics since the cféersmuation is assumed to
be a purely syntactic matter, both clause types conswtessens of the proposi-
tional type. Like Huntley, Schmerling seems to assumbsdltatk of tense or mood
prevents the imperative sentences from being used t@assdtough they do de-
note truth values. But the lack of world and time deixis isnmatgh to explain the
reversal of direction of t.

| agree with Schmerling that the difference between gramaeratives and e.g.
hortatory subjunctives is a matter of the way the subjetetrigeted but, contrary

1*Categorical imperative' is Schmerling's term for whiatwith Bolinger, the bare (in nitival)
form.



52 The in nitive as a sentence type

to her proposal, | take this difference to beraantitact. It is again the distinction
between a rst and a third person perspective on actionseleat dealing with.
The fact that the subject of hortatory subjunctives ipieted as referring to an
object in the world, rather than as an individual in the dowfailiscourse means
that these clauses as a whole are concernexyavitkspatio-temporal parts of an
observed or desired world. The addressee interpretatipeiaitive subjects on the
other hand leads to an interpretation in which the verbgypoasts to a (potential)
actionof the addressee. This means that the imperative has\eedireapretation,
whereas the subjunctives are interpreted as expressiesi@, a.e., as optatives.
That both clauses thus have a world-to-word direction ok4 dot mean that they
have the same semantic content, let alone that this meamibg anderstood in
terms of a declarative proposition. The reasons for teid&en supplied in the
previous chaptét.

Wilson and Sperber

A third proposal to mention in this context is the one preddaytWilson and Sper-
ber (1988). They claim that with Schmerling's de nition areot explain the in-
terpretation of "accountable' imperatives includinggsom and advice (49), non-
literal imperatives such as threats (50) or ‘reluctaetatiyes (51):

(49) Help yourselves to some cookies.
(50) Go on. Throw it. Just you dare.

(51) A: Can | open the window?
B: Oh, open it, then.

I am not completely convinced that this is indeed a shongahher theory. Ac-
countable imperatives are usually, if not always, uttdyediften the speaker has
made up his or her mind that the action should happen. Thef tisese examples
expresses arstigationThe second is a non-literal usage that can be adequdttely dea
with in terms of implicatures (Grice, 1975): the speakeaied that he or she is
just waiting for an excuse to respond, perhaps even yistethe third example
is, though reluctant, still a directive. In analogy to Stingie discussion, we may
think of the magician who gives in to his nagging visitirgjrcaino wants to see a
rabbit come out of the hat: “Oh, alright then. Hocus pocbbjtrappear!” But per-
haps advice is the most compelling case: if someone aséstionsito the Central
Station and you reply with a sequence of instruction sesttns arguably does
not constitute an attempt to change the world by making #rerhgerform those
actions.

Wilson and Sperber claim that a more permitting de nitiampgrative mean-
ing is needed. The link between a clause type and the raigmitsbmnary forces

2More on this in 3.3.
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it can express is mediated by a ‘complex propositionaleatiRegarding impera-
tives, in all cases a desirseavheorie involved, but not in all cases this someone is
the speaker. It can be the addressee, or perhaps even sopersiah not present
when the utterance is made. Furthermore, in some casegeheafdhe sentence

is assumed to be realizable and in other cases it is noparaeseters generate the
range of potential illocutionary forces. This way, WilsdrSaerber claim, advice
can be incorporated in the range of possible forces: aatiwgpsran advice when
the proposition is considered to be realizable and de&irabe hearer.

Here again, the confusion is to think that the combinatiartrofth conditional
description of the world in combination with a range ofedasit belief attitude pa-
rameters constitutes a ‘sentence meaning'. One may r#feufaxt that optatives
and imperatives share a world-to-word direction of t,atrttiey both presuppose
some kind of desire of someone, but that does not make tharthmeame.

But if someone wished to say: “There is something common to abbtistsections—
namely the disjunction of all their common properties"—I sheplg:No you

are only playing with words. One might as well say: “Somethsitpourgh the

whole thread—namely the continuous overlapping of those (Wé&dgen-

stein, 1953, 67)

Apart from this, it could be said that even Wilson and Sjsepb@posal is not
general enough. The de nitions that give the bare in rotevgse type more content
suppose that in all cases some desire is involved, buttreatiam sentences are
neutral in this respect. Giving directions to the Cent#ib8tdoes not really imply
semantically that the addressantsto go there. And other cases are perhaps even
more clear. A travel guide may have to take a random chefisdale the left road”.

Or take Sadock's example (22-b) repeated here:

(22-b)  Holding the deck in the left hand, deal three cardstoayer.

Directives are different from desire expressives inrarakessy. An expression of
desire of someone does not imply any command that the acpenftrmed and
neither does a directive imply any kind of desire of anypenatsoever.

The hypothetical is not a sentence type

Where does all this leave us? Bolinger's criticism ofribftmaational grammar
approach was certainly not completely unjusti ed. Theaddsehich people in-
troduced abstract morphemes or hidden features in ordesttam the data set to
a semantically homogeneous class only obstructs théosearexplanation of the
peculiar range of meanings the bare form in English hasnpéeiive meaning
results from more than the grammatical form alone. Disqoantscles, intonation,
tags and the like, all contribute in establishing this nggamiso it seems. To take all
of this as part of the grammar so as to say that there exastsratjcal imperative
in English is circular.
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On the positive side of Bolinger's view, | conclude thattieeftrm as such does
not correspond to any natural semantic concept. Such a s@@amantic concept
would be needed if we were to argue that the intuitive ideaimiperative sentence
type' is mistaken. However, we need not conclude fromahBdlinger and others
were completely mistaken in grouping the bare form cdisisuogether into one
class. There may be other reasons for their common psyEarobserved i8.1.
Below | will present a possible explanation for those copnoyperties, based on
the work of Blom (2003). What they share, | suggest, isabkiof niteness and,
consequently, their lack of a declarative function. Thasgves that do have a
declarative function are quite different from the pertorehaused in nitives, not
just semantically, but also with respect to their syntéxtiNg the argument is not
meant as a direct proof of the correctness of this sugdesiorerely intended as
an illustration of a (closely) connected issue, givindeiasame initial plausibility.

2.3 Learning niteness

In the studies mentioned in the previous section, theianedgsestricted to looking
at the English bare stem/in nitive forms and their readargs come up with a
semantic explanation. This procedure is somewhat neawgsé# does not, or only
to a very limited degrespntrasthe studied clauses with possible alternatives. That
is to say, to properly explain the phenomena encounteré@ste compare the
data with e.g. children's use of the bare stem, to see howrtideclarativeness
of bare in nitives arises, or contrast it with other laregjaghere root in nitives
(supposedly) display quite different characteristicen®ast the different ways of
expressing something in a language and explaining whyles® many of the one
form and not the other. In short, why do people use this fattmer than another
oné

Root in nitives (RIs) play an important role in studies dfféanguage acqui-
sition, as is shown by the large number of recent studlegssRadford (1990)
and Wexler (1994). It has been observed that whereasvesriiti adult language
often have a future oriented, ‘modal' meaning, in eadylamjuage there is a stage
in which in nitives are used in a much wider range of sihgtiext to nite sen-
tences. This contrast allows us to ask why such a restiestbops in the course of
language learning.

Here, | want to discuss a study of language learning anch rotwds. The
rst is an empirically motivated claim by Blom (2003), that m nitives do not
form a semantically homogeneous set, but rather that ¢hthedreterogeneous
complement, of nite clauses. | will explain that this aisafyg with the distinction
between the "event' and "action' perspectives that lgatapalse previous chapter.
Given that distinction, it is plausible to assume that aptescsentence requires a
subject and an agreeing verb, whereas for proposalsjomstand the like a subject
is not needed, and so in those sentences the verb can renmatie. no
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Modal reference effect and eventivity constraint

The observation that root in nitives are used in many lgeguaot only by young
children but also by adults, has been made by researchaguafi¢ acquisition
as well. Focussing on Dutch, here are some examples @akBiom, 2002 and
Blom and Wijnen, 2000), rst some utterances by childreandesome examples
from adult uses of R13.

(52) a. vrachtwagemmerdoen.
truck bucketdo-INF
"Put the truck in the bucket.'
b. ah,mijbril vallen.
ah,my glassesll-INF
‘ah. my glasses have fallen.'
c. insoel zitten.
in chairsit-INF
[I want to] sit in the chair.'

(53) a. Hiergeenetsen plaatsen.
Hereno bicycleplace-INF
"Do not place bicycles here.'

b. Buiten eensigaretjeoken?
Outsidea sigaret smoke-INF
“Shall we smoke a sigaret outside?'

c. Even washandje pakken.
PARTwash.cloth-DIMyet-INF
"Let me just get a wash cloth.’

d. Jan met mijn zus trouwen? Dat nooit!
Johnwith my sistemarry-INFThatnever
“John marry my sister? Never!

e. Tringtring tring, dusik opendoen.

Ring ring ring, so | open-do-INF
"Ring ring ring, so | open the door.’

The children, at this stage of linguistic development,lsigerRleclarative (b) and
nondeclarative (a,c) meanings. The adult in nitives asflynrestricted to non-
declarative meanings, such as directives (a), proppsaipréssions of intention
(c), exclamatives (d), but they can be used to describseaafaation in narrative
discourse as well (e).

The observation that adult RIs have a modal, or futureexjanterpretation
dates back to van Ginneken (1917). Hoekstra and Hyams,(v®@83ome to the
same nding via a collection of corpus studies (availalileeMCHILDES corpus)
for various languages, name itMudal Reference Effagith overwhelming fre-

13PART stands for particle, INF for in nitive, DIM for dimiriué.
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quency, root in nitives get a modal meaning.” The ‘'modalinggas not explained
in much detail, it is related to a feature [-realized]. #tededdservation is, that in the
vast majority of root in nitives the verb is eventive (dtagd, cf. Wijnen (1998).

As can be seen from the contrast between child and adullesxainigpconnec-
tion between root in nitives and modality is establishedercourse of linguistic
maturation. Different theories have been developed &inetki|ed emergence of this
modal reference effect. Some assume that there is a cdaéty maadult root in-
nitives (Boser et al., 1992), others argue that in theagewehtal stage where root
in nitives are optional for the child, the syntactic stmgcistruncatedand lacks
higher clausal layers (Rizzi, 1994).

Hoekstra and Hyams center their proposal around theivatiseof one appar-
ent cross linguistic difference: though root in nitivesiom English as well, they
completely lack the modal reference effect and everthstyaint. Their explana-
tion for this difference is in terms of the in nitival morjalyy on the verb. This
morphology, in Dutch a suf x "-en', is what carries the mgaofi not (yet) being
realized', in the form of the [-realized] feature, andsdat is being learned by
children in the optional in nitive stage. English does awehany in nitival mor-
phology and, consequently, it does not display the maatehed effect either. Only
the in nitive marker 'to' carries ‘unrealized' meaning.

Blom on children's root in nitives

The proposal of Hoekstra and Hyams shares an idea withdhestieat assume a
hidden auxiliary in root in nitives. Namely, that the irtige itself carries a modal
meaning. Two interesting points of criticism come fromhbeliresis of Blom (2003).
The contrast between English and other Rl languages eeststhiodological prob-
lem of statistical analysis. And the modality of RIs carplaégnex indirectly by a
preference for nite clauses in non-modal cases.

Firstly, she undermines the claim that there is a diffdretvosen root in nitives
in Dutch and English. Blom discusses the contrastive détekstra and Hyams,
and shows that the observed difference may have a quéatdifigin. Because in
Dutch the in nitive is verb nal and nite clauses are vedorsa, root in nitives
can be singled out irrespective of the agreement morpholigyverb. This is not
the case for English. The only forms that are identi ed dsleERds in the statisti-
cal analyses are third person forms, since only in theseneasan distinguish the
nite clauses, with af x *-s' on the verb, from RIs, with timyverb stem. If we re-
strict ourselves to the third person forms in Dutch as nelodal reference effect
drops out completely. This is because children use theRt®dabstly performa-
tively with respect to themselves (their intentions) erofitesent (commanding or
requesting), so mostly in case of rst or second person.

Furthermore, both in Dutch and English, children of this)gaage freely alter-
nate between overtly realizing the nite af x and not daing s
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(54) a. Deshoor- nietdaar.
This belongnot there
"This one does not belong there.’
b. Hij zeg- toettoet.
He say toottoot
"He says toottoot.'

(55) a. Mommy sit- on the couch.
b. Doggie bark-

In English the difference between such nite clauses ansl it visible. This
makes the English data very dif cult to compare to the Duwiodre the RIs are so
clearly distinct from the nite clauses. Blom speak$efeaogeneous set:dfiect
set of clauses that are classi ed as RIs in English are aehikedite and non-
nite forms. This makes the formulation of hypotheses fglignroot in nitives
problematic. With this criticism Blom effectively nelagalthe ndings supporting
the claim by Hoekstra and Hyams that the in nitive morphobogresses irrealis.

Blom suggests that we turn the picture around. The develoginyeung chil-
dren learning the adult language is not one of learning ¢aming of the root
in nitive'. Rather, they gradually acquire niteness aamrmatical category. The
Modal Reference Effect can be explained as an indirg¢obfréselpreference for
niteness in case the sentences is about a real and coeyarteBue to this pref-
erence the relative frequency of modaliRla vi:ionmodal ones increases, what
Blom calls a ‘'modal shift'.

| brief, my claim is that the modal shift in root in nitives carelzplained as
the effect of root in nitives being “pushed out' by sentences cupntaénb
forms that are semantically more speci ed than in nitived.Basically, the
idea is that nite clauses take over at the expense of root asnigcording
to this scenario, the modal shift takes place because presantdaigeses
are earlier productive than modal nite clauses. By effect, aodad-present
tense root in nitives are used relatively less often than modal mdotes.
Hence, root in nitives display a modal shift. (Blom, 2003, dies 193)

This hypothesis is supported by a study of the developnmgrtitch chil-
dren, showing how the modal shift occurs in tandem withanengaticalization of
niteness.

Blom also discusses subject drop in nite and non niteeda8ke convincingly
shows that children are not from the start equipped withrithgge that all sen-
tences must contain a subject (the so-called Extendetid?réjenciple). Though
children drop the subject in contexts in which it is petrtegsi the adult language
as well, they clearly overgeneralize. When in ectionusegt,gsubject drop in RIs
increases, whereas in nite clauses it decreases. Bloot doesect these observa-
tions about subject drop with the modal shift, apart fromaiexpy both in terms of
the development of niteness. However, from my proposacong the semantics
of imperatives and declaratives such a connection may egtitldished.
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Recall that in the previous chapter | argued that impesratigsent an action
from a rst person point of view, as something the interpzateimagine doing
or undergoing. From this perspective the interpreter néednteptualize the per-
former of the action. This is contrasted with the point of sfehe observer of an
event, who always observes the agent performing the action.

Finiteness can be seen as related to the fact that deaorioregt means taking
the third person perspective and thus involves descnbaggmt. | suggest that
it is this choice for perspective that is behind the gracafiwdtion of niteness.
The verb agreement is syntactically speaking anaphdwicgiobject. Given this
suggestion, the modal shift indicates that RIs are useal vgitiperson perspective
relatively more often. Since from this perspective thenagehnot be represented
as a part of the action being performed, there is also nongethimaticalizing its
position in the clause. In general, adult modal root inestdo not even allow for a
subject.

(56) a. (*Jijeveropletten  nou.
You just pay.attentiomow
“Pay attention now.'
b. (*Ik)snel nog even eenbroodje halen.
I quicklyPARTPARTa sandwich-DIMget-INF
“Let me just quickly get a sandwich.'

Nonmodal Rls in adult Dutch are possible, but they are mmraao with a subject.
These exceptions occur in the same contexts that licenisg ftee nite verb,
historical present and even dropping the verb altogether.

(57) Komt  Jan gisteren lunchen, blijk ik ineens zonder
Come-3sdohnyesterdalunch-INFappear-1sig suddenlyvithout
broodte zitten. Hij zich maar verontschuldigein ik dus
breadto sit-INF He himselfPART apologize-INF  And| therefore
naarde bakker(etc.)
to thebaker (etc.)

“John comes by to have lunch yesterday, and then | nd ouathaiut of
bread. He kept apologizing. And so | go to the bakery. (etc.)’

Here the non nite verb is permitted for a different reas@eems. The sentence
does describe an event from the third person point of viein, dpite of that no
verb agreement is needed.

This brief discussion is no more than a rst indication ofvihethe perspectival
dualism of the rst chapter may be used to further improvenai@rstanding of the
phenomenon of niteness. At least it can be said to supporiet, defended by
Blom, that the set of RIs in Dutch form a (semantically)dggaeous set.
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2.4 Control in nitives

On the basis of this view on root in nitives, a semantic @salfyembedded non-
nite clauses suggests itself as well. Some verbs takeraomiijvg complements,
other verbs take only in nitives and yet other verbs take\lpEs of complement.

(58) I imagined (John) hosting a talk show.
(59)  The priest wants (Mary) to stay at home.

(60) a. | remember (Mary) sitting on a bench in the park.
b. Joe remembered (*Sally) to bring the wine to the party.

According to Government-and-Binding theory (cf. Chomi€i84), in all of these
cases the subject is syntactically present in the embexddée clause, regardless
of whether or not it is overtly realized. In case no ovedcsubjpresent, it is an
empty category pronoun PRO that occupies the subjeabipositi

(61) a. Johnexpects [PRQo graduate].
b. Jennyremembered [PR®@ringing the wine].

The empty in nitive subject is also present in case of cbjecol.
(62) Sally persuaded her;d®RQ to buy the camera].

If this were correct, then apparently the effect of an algetswould be entirely
a matter of syntax, not semantics. Stowell (1982) propos&planation of the
semantic differences between overt and covert subjeatssioft GB theory.

According to Stowell, in nitives, unlike gerunds, havenplementizer position.
This complementizer position is either occupied by fby an empty category.
Tense operators may appear in the complementizer pasitionia nitives this
operator is that of unrealized tense, i.e., future or@ntahis accounts for the fact
that in nitives present the action as something that hagehdieen performed at
the time of reference of the main clause. In contrast, ger@odhplements receive
a temporal interpretation depending on the semantics efrthedding verb. In
(61-b), for instance, bringing the wine is previous to themdering because this
is what it means to remember. In some cases the complerpestima cannot be
present in the in nitive, for reasons of case assignmeésnts b when the in nitive
has a lexical, rather than empty, subject. The theory ohmgewt requires that
in those situations the complementizer position cannaebenp because it would
intervene in the case assignment by the main clause védsdrsituations the
unrealized tense is lost and the temporal interpretatibe of nitive depends on
the meaning of the main clause verb, as in the case of gerunds.

(63) a. | remember John to be the smartest.
b. Jane showed the solution to be trivial.
c. |l expect John to win the race.
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Note that these are not instances of object control, buteénano in nitive with
lexical subject. In (63-a) the time of being the smartesstiofthe remembering,
due to the semantics of the verb ‘remember'. In (63-b) the ¢érthe in nitive

is present, in (63-c) it is future, in both cases for sireiteargic reasons. Stowell
also correctly predicts that with a lexical complemeifitizehe unrealized tense is
alwayexpressed.

(64) | wished for the train to depart as scheduled.

Effectively, Stowell connects the unrealized tensedotkgs and for' in nitives.
In view of the distinction between actions and events assedojm the previous
chapter, there appears to be no real motivation for thepgissuthat every clause
must have a subject. If we view an action ‘through the thexshran with the eyes,
the agent is not semantically represented and so thereireipbeol reason why it
would have to be grammatically present. In terms of thigtiest, then, the in ni-
tives without an (overt) subject would be unambiguoushpreted as representing
actions, explaining the future orientation as an effdusa&amantic analysis. With
an overt subject the in nitive could be understood to demogeent, i.e., something
that is part of a (possible) world, resulting in a disappeaséthe future orienta-
tion. This would not only give an explanation of the obsemgatbove, but it would
also give us a way of understanding Lakoff's (1972) caefpasted here.

(65) a. | enjoyed playing the piano.
b. I enjoyed my playing the piano.

Without a subject, the gerund is interpreted as the guidormedy the speaker.
When a subject is present the interpretation is that ofli®ening to a recording
of one's own playing. This contrast is dif cult to accounwith Stowell's theory,
since gerunds are supposed not to have a complementiper grasiso there is no
obvious explanation of the semantic shift that the prexf@heesubject enforces.

As for the “for' complementizer, it seems that this phtastuices the “subject’ of
the in nitive as a perspective under which we are to viemritive as representing
a capability. That is to say, it is a capabitythat subjecthe for X' phrase thus
marks a perspective shift from a default or contextuakkystood point of view
(typically the subject of the embedding clause) to someaithisof view.

(66) a. Itisdif cultto memorize the names of all the othidreim in kinder-
garten.
b. Itis dif cult for Junior to memorize the names of all tieothildren
in kindergarten.

In (66-a) what is dif cult is the act of memorizing the namesfar whom it is
dif cult depends on the context: it may be for the speakfr tre hearer, or per-
haps it is generally so. What is said to be dif cult in (66t the event of Junior
memorizing all those names, from the same point of vieweésah put rather it
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is the same act of memorizing, now conceived as somethihmitrawould have

to do. This suggests that, at least for semantics, the pfoaXes can be treated as
operatorgver an in nitive denoting an action. This operator shifisperspective
under which the in nitive is evaluated. In this sense th&"fohrase is actually
closer to an intensional operator as in modal or tenseelggi®(ackburn, de Rijke,
and Venema, 2001). So, using these ideas, we can explaur¢harientation phe-
nomenon without the need for postulating an unexpresgedtsutan unexpressed
tense marker in in nitives. This does not exclude that #inerether, syntactic rea-
sons for assuming the existence of such covert materatlauge, but semantics
does not provide such a reason.

Like in the case of root in nitives, there need not be a cons@mmantics of
in nitives. Seemingly, the observations follow if we &sthata subject is obligatory
when the event perspective is adopted. As far as the ah@satigoes, non nite
clauses do not have to share a common semantic elemeat,fior tine distribution
of nite and non nite clauses to receive an explanatiorreThay be all sorts of
reasons—semantic, syntactic, or historical—for why stredded clause in some
sentence is non nite.

2.5 Concluding remarks

In one respect Bolinger, Huntley and others were right inistake to think that
there is such a thing as “that which non niteness congitoutee meaning of the
sentence'. Rather, the aim should be to explain what sst@oatributes. Never-
theless, the mistake they make is, that the non nite ctatilemiassumed to have
a uniform semantics of a nite clause minus that which eggmrontributes. This
‘non nite proposition’, or “hypothetical', cannot bergav@roper semantics, since it
lacks a uniform conversational function.

If we assume that describing a situation (declarative negoites the event
perspective, where the performer of the action is presleatreépresentation, and
we assume that this, in turn, requires that the sentenae leageta subject that
denotes an element of the described situation, then wencludedhat declarative
sentences will in principle be nite. The second requitetaenbe overridden in
some narrative contexts, as has been se213.iWhen the action perspective is
adopted, for whatever reason, then therea facieao semantic reason for an overt
subject. If there is one, it usually marks a perspecttyékehihe for X' phrases in
in nitives. In chapters three and ve | will apply this asialgf the in nitive subject
to imperative subjects as well.

Bolinger's dictum of “one form, one meaning' presuppogest)y) that seman-
tics adheres to grammar alone. There is some commonaidgrbte various uses
of the bare form in English, but this commonality is not & Isasitence type. It
is not a hypothetical proposition that is ‘dressed up',sgeék, by the “intersec-
tions with other systems” such as intonation and variause$eaf the utterance
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context. What it is, is not more thatrait shared by those meanings, i.e., the inter-
nal perspective with which the speaker presents his orssagend-or some of the
constructions included amongst the hypotheticals it reaybevdoubted whether
they even have this trait, or are simply non nite for cosipletdependent reasons.
The straightforward conclusion is therefore that Englista¢e) grammar does not
as such provide enough information to attach a semantpretdéon to all of its
clauses. To identify some utterance as being an "impseati@ece it is required
that we know more about it than its surface grammar. Sowaraoshe question
we started out with, whatever is meant by ‘the imperatigacetype’, it is not a
purely syntactic notion.

Lastly, then, all of this discussion on in nitives doesmalyithat the imperative
has to be a non nite clause in Huntley's sense. That isnbhgst been established
that imperatives are, for any semantic or pragmatic reassmless and moodless
clauses. Some authors have claimed that this is the casst, footEnglish but
generally so. Something in the syntax or semantics ottingses@uld prevent them
from expressing tense or mood information (Han, 1998aékatind Rosengren,
1998). This issue will be the topic of the next chapter.



Perspective shifts in imperatives

According to Sadock and Zwicky (1985, page 155) a senfgacedy'coincidence
of grammatical structure and conventional conversatg@iaDn this de nition, it
appears, the members of a sentence type must share a corotioon Tine authors
make it clear what they mean by this: a conpnioma facidlocutionary force. The
notion of illocutionary force is adopted from (Austin, 1S&arle, 1969). It refers
to the act the utterer of the sentence performs in uttegrggtiience: what it means
to utter the sentence given the conventions underlyingmowgrsational practices.
A clear and common example from English is the fact thatsubgebt ordering in
combination with a rising intonation at the end of the seatatvariably expresses
yes-no questions.

(1) a. Areyou leaving?
b. Did you paint the boat house already?

Naturally such sentences can be used to convey othersileasagguesting factual
information. For example, (1-b) can be used as a remindeweafli@r promise,
especially when it is common knowledge that the addresseé @hint the boat
house yet. The relevant point is, though, that these ssnerdy their very form
constrained to a particular range of uses, and if we ar¢ato their less common
functions we have to employ reasoning that starts fromsthrepdi®n that they
have some “basic' conversational function. So the iatgopref (1-b) as a reminder
requires that we rst assign it a meaning as a requestfal ifdcrmation. Another
example of a conversational function that is expressepday @onstruction in
English is the "expressive' speech act function. Suthespeean be performed by
means of a sentence starting with "how' and followed byea, adth subject-verb
ordering, or by means of a sentence starting with "whath andeanite and the
same subject-verb ordering.

(2) a. How nice he is!

63
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b. What a nice guy he is!

These sentences can only be used as ‘expressives' imtieggmon Searle (1979).

If the conversational function is supposed to be an iboanyiforce that operates
on a semantic content, as it is under Searle's analysisistbaenlear how semantic
properties of the sentence could in uence its conveeddtiontion. For example,
an interrogative or declarative sentence containing@nsasterb would simply be
a question or assertion, respectively, about somethinggpadt. This is correct in
most cases, but not always.

(3) a. Levejij de opgaverolgendaveekin?
Handyoutheexercisesext  weekin
"Will you hand in the exercises next week?'
b. Leverdgij de opgavervolgendeveekn?
Handedyoutheexercisesext  weekn
"Were you handing in the exercises next week?'

In this case the tense is not something that modi es thentomtie utterance,
but it modi es the speech act. In (2-a) the question coniteradternatives that are
available at the speech time (when the hearer could haa@xetbises), so that the
sentence can be used to make a suggestion for choosindgpose aiférnatives. In
contrast, (2-b) does not have to do with the alternativethabsome past handing
in is chosen, but it concerns the alternative that wasdetettie past. So both are
interrogatives that ask for con rmation or agreementptheef has a function of
proposing something and the latter has a function of askageiminder. It is clear
from (2-b) that the sentence does not modify the propaditontent: the handing
in of the exercises is not something that is itself a pasesvean be seen from the
temporal quali cation ‘next week'.

With the next example, assume the following contextkiaieaving the house.
He has just closed the door behind him. Mary saw John talkiti Rest before he
left. She asks John where Patrick is going. Now John resjtor(ds3.

(4) Patrickging nog even boodschappen doen. Hij zal zo terug
PatrickwentPART PARTgrocery.shoppindp-INF He will shortlyback
zijn.
be-INF
“Patrick is just going to do some grocery shopping. He Wwitkeshortly.'

Here, again, the tense does not function as a temporaliatdktie event of grocery
shopping. It is used to signal the fact that the informagorglprovided with the
utterance has been acquired earlier. That is to say, thenpadndicates that the
utterance is a reportative statement.

So in both examples the tense modi es the speech act,ratheradifying the
content. It is not clear how this is possible, supposintetisd were a purely se-
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mantic operator and ‘sentence type' a purely pragmatipanifrom tense, other
reasons have been presented for why we are to understatidribad imterrogative
sentence as a semantic, rather than as a pragmatic,. Cetteganst important of
those reasons is the fact that embedded "'wh-' clausesemaartia sontent that
Is essentially the same as what such clauses contrilatteontexts (Groenendijk
and Stokhof, 1984). This warrants the claim that ‘wh' slausenbedded contexts
contribute a semantic content of interrogatives (i.evedn®d conditions), even
though they obviously do not contribute the illocutionangefof a question in such
contexts. Similarly, the use of declarative meaningsied ibeder the complemen-
tizer “that' presents a motivation for the developmenteofi@ntics of declaratives
(i.e., truth conditional semantics) that does not idetitymeaning of such sen-
tences with their use in root contexts (i.e., assertiahjslight, the most promi-
nent question we have to ask is: do we have any reason goidistietween the
meaning of imperatives and their conventional conveadatse as directive speech
acts?

Some people have given a negative answer to this questaon(¥299a) points
out, referring to Frege (1884), force cannot be embeddedserdantic operators.
So if the imperative is a signaller of directive illocuyidoece, then the imperative
cannot be embedded. This, Han claims, is indeed the case.

(5) a. *Hansmp ehlt,dalRDu nichtzu aufdringlichsei. (German)

Hanssuggests thatyounot too pushy be-2sg.IMP
"Hans suggests that you not be too pushy.'

b. *Pidoquehabla-le. (Spanish)
ask thattalk-2sg.IMP-her/him
‘| ask that you talk to her/him.’

c. *O Yannise dietakse grapse. (Modern Greek)
theYannig/ouordered-2sgrite-2sg.IMP
“Yannis ordered you to write.'

Imperative sentences do have an irrealis feature thatarewih (certain types
of) in nitival and subjunctive clauses, but what distsiggs imperatives from those
clauses, according to Han, is a directive illocutionag/féature that is syntactically
encoded. This means that it is grammatically excluded.thatense would affect
the conversational function of the sentence in the waipddsmbove. Apart from
Han, many other syntacticians in the generative traditign Platzack and Rosen-
gren, 1998, Bennis, 2001) have adopted an analysis of gratiwgin which an
imperative feature is hosted by the complementizer/foasep

Portner (2003) has objected to this idea of a syntactiss®pref force. On his
view, semantics mediates between form and function. Teeceehas a meaning
that belongs to a certain semantic type and it is this typeeteamines what role

1Rizzi, 1995 proposes that the complementizer positioa alahse is a functional projection of
the sentence' conversational force.
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the sentence will play in discourse. A declarative setgantes a proposition, an
interrogative denotes a set of propositions (the set iblgpasswers) and an im-
perative denotes a property. Because of this, declavéitiergand the ‘common
ground' of shared and public information, interrogatienel the "question set' of
discourse topics, and imperatives expand the 'to daalistS#igns to each person
a set of required properties. In each case it is due to theafabe sentence has
the appropriate semantic type that it operates on thentedées@urse parameter.
Portner also explains why a mediating semantics is needbscl$ses Korean, in
which imperatives can be embedded. In those contexts jéat etithe impera-
tive is interpreted, not as the addressee of the utterainas,tbe addressee of the
reported imperative speech act (Pak, 2004). So, the mei® céa create a con-
text of reference, distinct from the context of utteranch, teat the imperative
is interpreted relative to that context of reference. Adr@ady mentioned, if the
imperative would encode an illocutionary force, it coultdendetached from the
context of utterance in this manner.

| do not see how the semantic type of a property could detethmiliscourse
function of imperatives. It seems to me that we do need ihv/ectnt contrast
that | have propounded in the previous two chapters, in catidni with an update
semantics in which the imperative denotespbeationf adding the action to a to
do list. More on these issues in the next two chapters. Bit@pdhese objections,
| agree that a mediating semantic denotation is needed ougiform semantics
of the imperative. Speci cally, | will argue that Dutch hpasa tense imperative
in which the tense interacts with the sentence type in aosaly dimilar to the
examples mentioned above. Furthermore, Dutch has aveartatstruction that is
best understood as an embedding of the imperative meat@ng gontext shifting
function. In order to account for these facts about Dutcjieeed to understand
the imperative assemanticategory, rather than as a direct expression of directive
illocutionary force.

Below I will rst discuss some of the issues in syntactiy that have led some
authors to postulate the illocutionary force featurel explain that there is no
consensus in the eld concerning this quali cation of tlperative sentence type
as a characterization of directive force. Alternativentctitat treat the imperative
verb as expressing mood, rather than force, have beergeaspo®ll. So for the
moment there is as yet no real reason to assume that we Hapetttegpragmatic
de nition of imperatives. After having made this pointllidigcuss the Dutch data,
contrasting it with English.

3.1 The imperative as a non nite clause type

The idea that imperative sentences are non nite clausesdraty found protag-
onists in Platzack and Rosengren (1998). Like Huntley)(1t88% propose that
niteness contributes deixis to the semantics of the.cldnigdee Huntley, they
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develop this idea in the framework of minimalist syntardRas the work of
Rizzi (1995), the left periphery is analyzed as a “splh&irdoontaining a “lower C'
associated with the expression of niteness of a clauaehagiwer C', also dubbed
the Force Phrase, where complementizers and sentencditgpers are located.
This Force Phrase position attracts complementizeé@nthath' elements by host-
ing sentence type features [-wh] and [+wh] respectivailarlgi the verb in V1
root clauses is assumed to be located in this position attnaeted by comparable
features, such as [imp] for imperatives.

Platzack and Rosengren (1998) claim that at least all Gemrmperatives are
non nite. Speci cally, imperatives are assumed not iae@atense or mood pro-
jection, which in turn would make it impossible for them tdaio a lower C, i.e.,

a niteness phrageThis niteness phrase is normally occupied by the nite sen-
tential subject. So if imperatives lack this position,eandieer phrase cannot be
raised to this position to play the role of the subjectaPkatnd Rosengren use
this conclusion to explain some of the syntactic and semeuterties of the im-
perative subject, such as its optionality and the fact tatnot be used to talk
abouta person, but only to tatesomeone. Regarding this latter point, Platzack and
Rosengren adopt a theory of the semantics of non- nitangssimilar to that of
Huntley (1984). Finiteness means locating the event tebssnthe verb phrase
relative to the utterance situation. When a sentence ddesvadhis property it
cannot be grounded temporally or intensionally: “the sslraloes not have to do
any calculation regarding the actual situation to unaiémstaat the speaker intends
to express” (page 199). Reference to objects, i.e. todalksamething, is only
possible in nite sentences, where

the subject is given a value with respect to the actual world, tiedjiraad

the here and now of the speaker. In the imperative clause, orethieapith,
where Mood, Tense, and Finiteness are lacking, there is no schibaingrof
ImpNP: the speaker is just addressing the addressee, in ordeiate &gsoc

or her with the most prominent argument of the verb, thereby settorgia n
related to the addressee with respect to the existence of the evenbrbferred t
the proposition. (Platzack and Rosengren, 1998, page 200)

Apart from this semantic theory, the alleged non nitefi@speratives has been
utilized in explanations of some other grammatical pexpefrthese sentences cross-
linguistically. The most frequently discussed issuepisg$ibility of using negation
in imperatives (and, if so, its grammatical position)l bmil present a brief sketch
of this issue.

In Italian and Spanish imperatives cannot be negated. Otweuse “suppletive

2Fin is assumed to attract a feature [ nite], hosted in the tadseaod projections. If the verb
does not realize a tense or mood projection, there coutbialsa niteness phrase, because the
mentioned feature could not be checked.

3ImpNP is the imperative subject.
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imperative' forms to express prohibifion.

(6) a. *jNolee lo! (Spanish, imperative)
Not read-2sg.IMi
‘Dont read it"
b. jNololeas! (subjunctive)
Not it read-2sg-SUBJ
‘Dont read it!

(7) a. *Nontelefonale! (Italian, imperative)
Not call.IMP-her
"Dont call her!'
b. Nontelefonarle! (in nitive)
Not call-INF-her
"Dont call her!'

Zanuttini (1997) explains this impossibility in terms efribn niteness of imper-
ativeS. Romance languages mostly have preverbal negative Barkgtisi hy-
pothesizes that those markers take a mood phrase as thleimenitn Imperatives,
lacking niteness, are not marked for mood, so the negatrkemeannot be used
either. In effect, the preverbal Italian negation is oplicaple to nite clausés.

Suppletive imperatives—root in nitives and subjunetta¢so host the impera-
tive feature. It is checked by the in nitive verb in the pesiases and by the nega-
tion in negative cases. As a consequence, the negatateveupyderatives must
have a mood phrase. Zanuttini's hypothesis is, with Ka@2),(1that in nitival
negative commands in Italian contain a covert modal auSligporting this idea
is the fact that some dialects have an overt modal that@mdgunsnegative supple-
tive imperatives.

(8) a. No sta parlare! (Paduan)
b. *Sta parlare!

Several authors have objected to this analysis. Moseafrttios assume that the
imperative verb itself has to move to a mood po8ifibis movement would then

4These examples all come from Zanuttini (1997).

SThis is a working out of her 1991 PhD thesis.

6In terms of Huntley's categorial grammar approach tranltadigation would be of typeétt ,
while imperatives are of type t.

’van der Wouden (1998) presents a problem for extendingdhjisia to Dutch, on the basis of
the distribution of the particle ‘maar' in suppletive negatperatives in non-standard Dutch with
the auxiliary “doe'.

8This classi cation of the imperative verb as expressidgssopported as well by morphological
studies of Spanish (Harris, 1998) and German (Fries, Z0@0%panish imperative can be seen as a
morphological variant of the subjunctive, rather thanepsieate verb form. The German imperative
shows unique conjugations, some with “"Hebung' (vowagyai$iich suggests that it carries a mood
feature.
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explain the impossibility of negation in imperatives ire $anguages. Rivero and
Terzi (1995) point out that there are some Balkan languitiy@severbal negation
in negative imperatives, such as Serbo-Croatian and &needa They suggest that
the imperative verb has to move in order to check a "logaxdilfeature. In some
languages this mood feature is hosted above the negas®) phwhich case the
negation blocks the movement, causing the syntactididerigacrash'. In other
languages the imperative mood is hosted below the negaéisa, 30 there is no
problem for the construction of negative imperatives.

Objections have been raised by several authors agailest ti@icross-linguistic
difference in the position where imperative mood is ch@amait, 1999; Isac and
Jakab, 2004). Both Tomic and Isac and Jakab claim that eruaifalysis of the
imperative is possible. They assume that imperative malogys checked in a
mood projection that is located below the complementigigioppjust above (Isac
and Jakab) or below (Tomic) the negative h@ae. differences between languages
that do and those that do not allow for negation in impesaigvexplained as a
difference in the characteristiosexfatiom those languag¥4in particular, Isac and
Jakab propose that negation can check the imperative ataoglitself. Isac (2002)
applies this idea to explain why in many languages sw@pipigteratives are more
common than nonnegative ones. This can be con rmed for RattEnglish as
well 1

(9) a. *Zozeuren!
b. Niet zo zeuren!
(10) a. ?Smoking.
b. No smoking.

Gib mir die Bucher!
(?)Sieh mal einer an!
Steh (du) auf!

(Du) trag das weg!

(i)

oo

Fries also points to the fact that the German imperativdifferb from complementizers with respect
to “left dislocation'. The imperative verb can be precgdaddpic phrase, but complementizers
cannot.

(ii) a. Die Biicher lass liegen.
b. *Ich empfehl dir, die Bucher dass du liegen lasst

%Isac and Jakab still call the feature checked at the mdimh@osimperative force feature, but
there appears to be no reason following from their anatyelig/fthe feature in question would need
to be a marker of illocutionary force.

10see also Zeijlstra (2004), who makes the generalizatineghtion is allowed in imperatives
precisely when the negation is base generated in theninotiad for negation. This negation
position lies between the verb phrase and the mood phrasethmegation is base generated
in this position it blocks movement of the verb to the moojgiron, thus making the negative
imperatives ungrammatical.

palmer (2001) claims that (10-a) is possible in Englistgttlomly in very constrained contexts.
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Of course this discussion of the literature on the syntarpefatives does not
license any de nite conclusion. At best it can be claimethéra is good reason
to think of the imperative as expressing mood, not forceesudow will not discuss
the issue further. In the following | will only attempt tosstitat there are semantic
reasons to oppose a quali cation of imperatives as noronif@ementizer phrases.

3.2 Do imperatives have tense?

If imperatives are non nite, they cannot have a past temsen€&€ans that the sen-
tence cannot grammatically express what the relatiogist@eb utterance time and
intended reference time is. A test case would therefote haxan imperative that
is to be interpreted with a past tense reference time s@tbanm see if it has been
grammatically marked for this. Howeverima facieeasonable assumption would
be that imperatives cannot have a past tense interprdtegitmtheir directive in-
terpretation. That would make the issue a purely thebogteca

As it turns out though, we do nd a construction in Dutch thdtilgits all the
characteristics of imperatives with a past tense formvefithdt has been claimed
that these sentences should not be analyzed as impbtatiwes, argue that they
are imperatives. However, | will start with a discussiargb$

English present perfects

English imperatives are never used with a past tensesiatiEnpy neither with a
past form nor with a present form.

(11) a. *Went home yesterday.
b. *Go home yesterday.

Some authors have suggested counterexamples:

(12) a. Dont have had an accident.
b. Let him have survived.

Firstly, these constructions are perhaps not reallytivgperhaey are really optatives,
expressing a wish of the speaker that a certain event didat ltappen. It can be
doubted whether it would make sense to treat them asvdgatt shifted context'.
In contrast to imperatives, the person denoted by thetaasjaot be the addressee
in the utterance context, and they share the future olwentdimperatives only in
an epistemic sense: the speaker hopeswlilaturn out to be the cdater that the
person about whom he is thinking did not have an accident bieéspeech time.
But more important for the present discussion, these ceEte not realpast
tense. The eventuality concerned is a state of having laidantsand of having
survived, respectively. This state, if it has been reatimédues into the present
(and future). This is not a semantic past and so we wouldyeot exmorphological
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Dutch pluperfect imperatives

The conclusion that past tense reference is excluded iogcdtieedinterpretation is
not entirely correct, though. In Dutch and Frisian we do astpense imperatives,
with past tense morphologyl. will restrict myself to the Dutch examples here.

A simple past tense command is not possible in Dutch, fanigepagmatic
reasons it is not possible in English either.

(13) a. *Gingonmiddellijknaarhuis.
Wentimmediatelyto house
"Went home immediately.’
b. *Liep zoévemond hethuis.
WalkedPART aroundthehouse
"Walked around the house just now.'

But in the ANS2 a construction is included that is called the “imperatidieta
plusquamperfectum'. Here are some examples:

(14) a. Wasoch naarhuis gegaatoen Janhetfoto-album
WasPARTto homego-PPwhenJanthe photo-album
opende.
open-past-sg
“You should have gone home when Jan opened the photo-album.’

b. Hadje telefoonnummedan ook nietaandie ventgegeven.
Had yourphone-number PARTPARTnot to thatguy give-PP
“You shouldnt have given your phone number to that guy.’

c. Haddie appedan ook opgegeten.

Had thatapplePART PART up-eat-PP
“You should have eaten that apple.’

They can be considered to be imperatives because thelgeskareet form (verb
rst, implicit second person subject) and have a closggdrake. This is illustrated
in the electronic ANS by means of the following examples:

(15) a. Houde mond!
Shut yourmouth!
“Shut your mouth!'

12The rst to have noticed this are, to my knowledge, Beukesn@apmans (1989). A similar
observation is made with respect to Syrian Arabic, repoRatiner (2001). Also, Bosque (1980)
reports what he calls a “retrospective imperative' irstgpwoiugh it is an in nitive and not an
imperative clause form. For Frisian, see Wolf (2003).

13Algemene Nederlandse Spraakkunst (1997), ‘Standard’, Datelilable online at

. | will use several examples from this electronic versibe in
remainder of this section.
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b. Je moetje mond houden.
Youmustyour mouthshut-INF
“You must shut your mouth.'

(16) a. Hade mond maar gehouden!
Had yourmouth PARThold-PP
“You should have kept your mouth shut!
b. Je hadje mond moeten houden.
Youhadyourmouthmust-INFhold-INF
“You should have kept your mouth shut.'

The simple present imperative in (15-a) can be paraptsaséd)avith the modal
verb ‘'moetenngus). The same holds for the pluperfect examples in (16). The in-
terpretation is one of reproach: the addressee did notrp#réoaction in the past,
though he should have done so.

Are these sentences really imper&amsi? (2001) suggests that the sentences in
(14) are optatives rather than imperatives:

These clauses have most of the properties of imperfect imperahivaes)\du
and the non-lexical second person subject. In this case theipast agems
to implicate irrealis instead of past (the participle iedipatrfect aspect). [...]
I will hold on to the view that Tense is not present in imperativesniéB
2001, note x)

Wolf (2003) similarly argues that they are not really itinerdhe reason he
gives is that these past participle sentences do not lsave f@&ese equivalents,
because there the irrealis reading is excluded.

(17) *Heb dat dan toch ook eerdegedaan!
Havethat PART PARTPART earliedo-PP
"Have done that earlier!

However, he argues that there are also some real past penstves in Dutch.
Those constructions will be discussed later on.

| think that this reasoning is mistaken. Bennis' clagsincaf these sentences
as optatives is problematic: why would an irrealis markerinmperative sentence
transform it into an optative? Moreover, the fact that seedéences presuppose that
the action was in fact not carried out (what might be caibeadis) does not exclude
the fact that they are concerned with actions in the pashatdhey have what
might be called a directive communicative function. Tlakepmeans to commit
the hearer to the action that he or she did not perform. Tini$ exactly the same
as imposing an obligation on the part of the hearer to pestona action. Rather,
they are used incite the hearer to admit that the actua¢ adastion was wrong
and to face the consequences of that faulty choice. hagtygttthat they cannot be
used with present tense is not a sign of non-imperativaheas be explained on
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independent semantic grounds: the present auxiliargptympticiple construction
indicates perfect aspect (whereas with a past auxiidicgita perfectivespect) and
the irrealis interpretation is obtained with the help clup@ositional particles that
do not make sense in realis, present tense sentencesniliniff pe explained rst.

The contribution of modal particl®se important element in the sentences under
discussion is the occurrence of modal particles like “tnaelt' dan ook’ and so on.
They are not compulsory, but they do affect the intergmetatia non-trivial way.
The patrticles ‘toch’ and ook, possibly in combinatienndicative of a presuppo-
sition. As such, they contrast with a particle like ‘mzatristused to downplay the
material, in a meaning somewhat like “just’, 'simply'lgt. Dine pluperfects with
this latter particle have a somewhat optative interpretati

(18) a. Wasnaar thuisgebleven.
WasPART at-home-stay-PP
“If only you had stayed at home.'
b. HadJandie opgavemaar optijd ingeleverd.
Had JanthoseexerciseBART on timein-hand-PP
“If only Jan had handed in those exercises on time.'

The optative reading is clear from the gloss. It is congpatihlan added comment
like "But how could he have known in advance?’, and it isoatsble with a third
person subject as in (b).

The other particles yield a quite different reating.

(29) a. Wasoch thuisgebleven.
WasPART at-home-stay-PP
“You should have stayed at home.'
b. *WasJantoch thuisgebleven.
WasJanPART at-home-stay-PP
“Jan should have stayed at home.'

The particle seems to suggest that the addressee coultbheweakthe time of

action, that the action was a bad choice and would lead toftininate circum-

stances. With this particle, the sentence is not compatibtee added information
that the addressee could not have known in advance thabdriourse of action
was the less preferred one.

¥There is a remote possibility of using (19-b) with comeasttiess on “Jan'. The meaning is one
in which someone else stayed at home instead of Jan anakéeispalking to someone who played
a role in the decision who was to stay. By default the manaestress would be placed on the rst
syllable of the participle. In that case the overt subjiechitely not possible.
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(20)  Wadoch lekkerthuis geblever?Dit blijkt nieteenleuk
WasPART nicelyat-homestay-PP Thisappearsot a nice
feestje  te zijn.
party-DIM to be-INF
“You should have just stayed at home. This appears not icéparty.'

The contrast is even clearer with ‘"dan ook’, which indtbatethe unfortunate
circumstances are the hearer's own fault.

(21) Hadhemdan ook nieteenblaaskaagenoemd?Blijkbaarvinden
Had him PARTPARTnot a gas-bag call-PP Apparentlynd-INF
sommigenenserdat nietleuk.
some personghatnot nice
“You should not have called him a gas-bag. Apparently sqheedpenot
like that.'

The combination of "dan ook’ with something like “appgrenithcoherent.

As can be seen in (19-b), the construction with ‘toch' is@ismompatible
with a third person subject, indicating that it is reapigréormativenterpretation
of “you should have' that is meant here. The restrictioododsperson remains,
even though the reference to a different time or world isngitaoally express&d.
In combination with the presuppositional meaning of ;taehtan really interpret
these clauses as presenting an advice at the time of nmakingith, rather than
at the speech time. For more on the semantics of partidieding ‘toch’, see Zee-
vat (2003)'

This contribution of particles also partly explains whyrdsent perfect example
(17) of Wolf is not found. The presupposition that some ragtmuld have the
right or the wrong outcome does not t with present tenseratiypes: the future is
normally not predictable like that.

The meaning of the Dutch past particigie second point concerns the contribu-
tion of the past participle in Dutch. Bennis claims thatangqgiple indicates perfect
aspect and the past auxiliary provides the irrealis. Wgmeayathe latter point,
but the past participle in Dutch is in these sentences lgrgisaba real past tense

151f we may eventually conclude that the pluperfect form ggahematical expression of tense or
mood, or both, this fact directly contradicts the theoryad&k and Rosengren who argue that the
absence of a subject is due to the lack of niteness, which is tnissing because the verb does not
have tense or mood. What that would mean for the syntadjisiapimperatives and non niteness
is beyond the scope of the present study.

18The particles can also be combined, as in (i).

0] Was toch maar gewoon college blijven geven.

This sentence has the imperative reading. It is not cleartbether this combination is also possible
with an optative reading and third person subject.
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operator.

The "hebben' + V-PP construction in Dutch is not restrictedresultative as-
pect like in Englisk’. The Dutch simple present and past are normally classi ed as
imperfective. For reporting what is presently happenitggiish one has to use the
progressive whereas in Dutch the simple form is used.

(22) Ikloop nu in hetpark.
| walknowin thepark
‘I am walking in the park now.’

In contrast to this, the past participle form is commonly ase perfective. That
is to say, with a present reference time they behave lilediveqoresent tense (just
like in English), but with a past reference time they aex ttoa past perfective
interpretation. As the ANS indicates, the participle tsassa past tense (a) when
the sentence reports one incident, rather than some negcouenduring activity,
(b) when the sentence merely asserts that once this epgenedapot presenting a
speci c reference time, (c) when the result of the eveiriwgesto the present. This
last use is identical to the resultative perfect, withaser relevance'.

(23) a. Opa heeftvorigjaarnog ge etst.
Grandfathehas last yearPART bicycle-PP
“Grandfather rode a bicylce only last year.'

b. Zij heeftde mazelemgehad.
Shehas themeaslehave-PP
"She had the measles (already).’
c. Hetheeftvannachgeregende straterzijn nat.
It has last.nightain-PP The streetsare wet
"It has been raining last night. The streets are wet.'

The imperfective interpretation of a simple past makess ipteferred in certain
contexts:

(24) a. ?Nadak wasopgestaarkleeddek mij aan.
After | wasup-get-PRdressed meon
“After | had gotten up, | was dressing myself.'
b. Nadatik wasopgestaaineb ik mij aangekleed.
After 1 wasup-get-PFhave me on-dress-PP
“After | had gotten up, | dressed myself.'

The rst of these is odd when the second clause is givenesginggmterpretation
because that suggests a ‘gap' between the two describedfierdhe completion
of the getting up event all of a sudden one is in the middle dféksing event. The
past participle in (24-b) is perfective, and thereforeséimé @f dressing is seen as a

YIn fact the English present perfect also has a remotelipossilin “existential perfect—for
example in the “sports commentator' descriptions of a darmeetto the same extent as Dutch.
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single whole, comprising its initiation and completioredsWhis clearly separates
the two events, enabling us to represent a choice momeattbefbeginning of
the second event. An argument supporting this view is thieafaan inchoative
construction ‘zijn' ("be") + ‘gaan’ (‘'go’-INF) + in nite® be used in those cases as
well, even though it does not entail completion of the event.

(25) Nadaik wasopgestaamenik mij gaan aankleden.
After 1 wasup-get-PPam | me go-INFon-dress-INF
After | had gotten up, | started to dress myself.

It seems to me that this is exactly what the past participidotes in the “plu-
perfect imperatives' as well. An imperfective form ismyatateiral as a past imper-
ative in these cases. Imperatives imply voluntary aatiso #rey put focus on the
initiation of the event. It is not completion that the plégarimperatives require, as
can be seen from the inchoative in (26).

(26) Wagdan ook gaan zitten toen hij dat vroeg.
WasPART PART go-INF sit-INF whenhe that ask-sg-past
“You should have sat down when he asked you to.'

On the other hand, as Wolf mentioned, we do not nd presefgéqiemperatives
in a present tense context. But this is simply due to thé&héh ta present tense
context the past participle only gets a resultative eteipn. Obviously a result
state can not be enforced by the addressee if it is to o¢munarhent of speech.
Past participle imperatives are possible, but only wghesuppositional particles
and with an explicit future reference time (deadline).

(27) Heb je kamer(*toch) opgeruimdvoordatde visite komt.
Haveyourroom (PART)up.clear-PBefore theguestarrive
"Have your room cleared up before the guests arrive.'

In short, aspect provides a perfectly good reason for whgrfiagles may be used
in the past imperatives but not similarly in a present tentxt It may be that the
past participle in the pluperfect imperatives indicatasexiive aspect, but part of
the semantics of perfectiviéy-at least here—a past reference time.

Present and future tense and irrelie past is used for irrealis in many construc-
tions in Dutch where in English a modal auxliary is requeseanples in (28) and
(29) are taken from the ANS).

(28) a. Alsk de loterij won,gaf ik eengrootfeest.
If 1 thelotterywon,gavd a big party
“If 1 won the lottery, | would host a big party.'
b. Gingerze maar vast aanhetwerk.
Went theyPARTPARToON thework
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“If only they would start working.'

One may argue that these are all semantically presennhté28a) the speaker is
saying that, if he would have won the lottery now, he woul@ Ipasty now. And
in (28-b) the speaker expresses a wish that “they' wdwlaetarg nowt?

The pluperfect is used when the desired or imagined stat®omauld have
occurred in the past, but did not.

(29) a. Alze metoenaangebodemadderom hier te komen
If theymethenoffer-PP  had-pl in.orderhereto come-INF
werken, hadik meteen ja gezegd.
work-INF, hadl immediatelyessay-PP
“If they had offered me then to come and work here, | woulddidve
yes immediately.'
b. Ikwagoengeerpenningmeestanaarik hadze geercentmeer

| wasthenno treasurer, but | hadthemno centmore
gegeven.

give-PP

| wasnt the treasurer back then, but | wouldnt have ginsn &
penny more.'

They present an event in the past that did not actually anduisually the speaker
states what would have happened under those circum#taneess, then, that the
irrealis resides in the tense, and the semantic preseoiipast is indicated by the
past participle.

An important example, not mentioned by other authors, fa¢héhat the plu-
perfect is also used with future reference if this futureieeertain already at the
speech time. Not only the (a) sentence is used, but also (b).

(30) a. Alslangisteren nietziekwasgeworden,zou hij morgen op
If Janyesterdagot ill washecome-P®ouldhe tomorrowon
vakantieijn  gegaan.
holiday be-INFgo-PP
“If Jan hadnt become ill yesterday, he would have goneaday hot
morrow.’
b. AlsJangisteren nietziekwasgeworden,washij morgen op
If Janyesterdamgot ill wasbhecome-PRyashe tomorrowon
vakantiegegaan.
holiday go-PP
“If Jan hadnt become ill yesterday, he would have goneaday hot
morrow.’

And we see the same thing when we look at the imperativégaiuper

18In fact it is even possible to use these sentences witle difiutunf reference. See (31) below.
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(31) Waaronheb je die vakantievolgendeveeknou toch afgezegd?
Why  haveyouthatholiday next = weekPARTPART cancel-PP?
Waser toch lekkereven eenweekje tussenuit gegaan!
WastherePARTPARTPARTa week-DIMbetween-ougo-PP
"Why did you cancel that holiday for next week? You shauidyestaken
a week off!"

This may seem to be an argument against treating the mitipetfese cases as past
tense. But in fact it is exactly what we should expect: nlotctten of the event
time itself is what the tense expresses, but the time ofjrttekichoice to perform
the action or not. If the tense shifts #uvicdo a previous time, it does not matter
whether the action is executed directly after this chaiog dihe action itself may
lie in the future, present or past, but a pluperfect is extiddgen the choice is being
made in the future. The same can be seen in the countedantliibnals.

(32) *AlsJanvanavond nietziekis,washij morgen op vakantiggegaan.
If Janthis.eveningot ill is,washe tomorrowon holiday go-PP
“If Jan isnt ill this evening, he would have gone on hotidayrtow.'

When the not going on holiday is assumed to be a decidedifectwirld, one has
to use a past-irrealis construction to create an imagiastrgontext in which the
decision has not been made and thus going on holiday rsapilicn°

Simple past imperatives

Apart from the widely used pluperfect imperatives, Pra®9i) @nd Wolf (2003)
observe that Dutch speakers also use simple past ingo@raéx@in contexts. This
is an example found via Google.

(33) En zei dan maar niks, want dan kon je opstappen.
And saidthenPART nothingbecausthencouldyou up-step-INF
"And then you had better say nothing, because otherwisewdwget the
sack.'

Here the speaker is telling about past times, when he wami@ria boss, and
he mentions that it used to happen that when they were &yldgde boss would
sometimes look at his watch and say it was still one minate thifty. And so, in
those situations, you had better say nothing, becausesghau would be red.

1°This is comparable to the use of the simple present terlkeatmta the future.
0] | yto London tomorrow.

These sentences are possible only if it is assumed thgttttieecompletely scheduled and certain to
take place. So in these cases we use the present tensestabhaepens in the future and we have
to use a past tense to issue directives for the future.

ZOOn
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The generic reading of the past tense—describing the ags/ would go in
those days—appears to be an important part of their me@midigect someone
towards an action inspeci gast situation, without an irrealis indicating that the
actual course of action is to be disregarded, may just Issilolgad\ote that here it
is really the past morphology itself that indicates theepastinterpretation.

Apart from these generic narrative imperatives, Wolf@@eh@&claim that simple
past imperatives are also used by some speakers whealtalkisgeci c, non-
generic, cases.

(34) Reeddan ook nietzohardJe wist toch dat de politieaanhet
DrovePARTPARTnot sofast. YouknewPARTthatthepoliceon the
contrderenwas!
check-INFwas
“You shouldnt have driven that fast. You knew the policiwadling.'

They seem to be identical in meaning to the pluperfect itmpsrarrealis and with
a feeling of reproach. The latter element, in combinattarttve presuppositional
particles suggests that the addressee should have knmortingate consequences
of his actions. It may be that these speakers give a memetpretation to the
simple form or otherwise do not need to have a grammaticatimm of initiation
of an action that the past participle and inchoative "gaald @ontribute.

Thirdly, Proeme and Wolf discuss the use of simple pasaimpgmwhere the
tense does not seem to add anything to the temporal irdgqpret

(35) a. Ging/Gamaar liever eens eenbeetje bijtijds naarbed( - dan
Went/GoPARTPARTPARTa bit-DIM by-timeto bed( - then
zou je er meteen  eenstukbeter uitzien)!
wouldyouPARTimmediatelya lot betterout-look-INF)

“Youd better go to bed a bit earlier ( - you would look a Itgrkét
you did)!"

b. Ikziejou ook nooitanderslan in jeansen T-shirt.
| seegyou.ac®ARTnevemther thanin jeansandT-shirt.
Trok/Trek liever eens eenfatsoenlijppakaan.
Put-past/Put-pré2ARTPARTa decent suiton
‘| never see you in anything other than jeans and T-shidt b¥étter
put on a decent suit for once.'

Regardless of the tense, these sentences are used teethebearer to change
his habits. So in these cases the past tense is, accotung todrely a matter of

politeness. This is also a common usage of the Dutch pasiigress the following

examples from the ANS.

(36) a. Hoeveel dacht u te besteden?
How.muchthoughtyou-politeto spend-INF
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"How much were you planning to spend?'
b. Hij zaktsteeds weer, hij kon beter ophoudemmet die
He failsevery.timeagainhe couldbetterstop-INF with those
rijlessen.
driving.lessons
"He keeps failing time and again, hed better stop with dnesey
lessons.'
c. Hetisal laat,wemoesten maar eens opstappen.
It isalreadyate,wemust-past-pPARTPARTup-step-INF
“It's already late, we should be leaving.'

Finally, another construction worth mentioning is theeptegnse imperative
with presuppositional particles as in (37).

(37) a. Geeflie nijptangdan toch ook aan.
Givethatpincers PARTPARTPARToON
"Hand me those pincers (why didnt you)!
b. Kijk dan toch ook uit!
Look PARTPARTPART out
"Watch out (why didnt you)!'

These imperatives can be uttered after the addresseledas tamply with it.
(37-a) means something like: "I told you to give it, so yaldshave. Now look
what happens.' Presumably the present tense is usedéhese tosiadicate that the
speaker is reminding the hearer of a standing obligat®healer is told that in the
future he or she should be more compliant. The presuppsitiicles are crucial
to get this reading.

Future tense imperatives

In Germanic languages the forms commonly associateduvihi¢nse are arguably
not pure tenses. They often contain inchoative or modhaaesj giving the sen-
tence not only a future reference time but also qualifygngytnt as expected to a
higher or lesser degree. Imperative sentences in Dutchgiist 8o not contain
any modal auxiliaries, and consequently they do not hdwetkehat are normally
called the future tense in these languages.

(38) *Will go home.

(39) *Zal naarhuis gaan.
Will to homego
"Will go home.'

In both languages, the simple present tense may be usddratides as a future
tense when the event is considered to be completely dettais@eech time. Of
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course imperatives do not assert anything, so they cao tieéeiuture freely with
the simple present.

(40) Take your sister to the zoo tomorrow.

(41) Neemeenbad zodra je thuiskomt.
Take a bathas.soon.a®uat.home.come-2sg
"Take a bath as soon as you get home.'

Sometimes in Dutch the lexical verb in an imperative hassigpperted by an
auxiliary "‘ga’ (‘go’), ‘kom' (‘come’) or “blijf' (‘stAyd),this may be for aspectual
reasons. The verbs for which this is the case are actistykiere it only makes
sense to command their initiation. Without the auxiliarin #42-a), they are only
possible as forceful commands (e.qg. talking to one's dog).

(42) a. Zit
Sit
“Sit!!

b. Gazitten.

Go sit-INF

‘Be seated.’

Some native North American languages do distinguishrioetwi@emediate and a
delayed imperative. Cheyenne is an example (Mithun,?1999).

(43) a. meseestse
eat!
b. méskeo?0
eat (later on)!

In Maidu there is a similar contrast between two imperggivgdey, 1964). One “is
used when the action of the order is to be carried out in 8enpeeof the speaker or
when there is no interest in the place of the ordered adtiensecond imperative
“is used when the ordered action is to be carried out in #recald the speaker”.

(44) a. [barksojep./
Pass me the salt!
b. /mymyk pulkydi dakpajtipada./
Stick it on his door!

These data are very limited and do not as such exclude tbiéitpdkat the dis-
tinction is in fact an aspectual one.

2INeither Mithun nor Shipley has exact glosses with thesglesam
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Conclusion

Without a clear criterion for calling something an imperatntence or not, the
disquali cation of the Dutch pluperfects as imperativas ®c. It means that we
have to call them something else, and give an alternataregap of why they
have the interpretations they do. That could be a valichaptleere would be no
way in which we can come to a uniform interpretation of thheaéd sentences and
ordinary imperatives, but in this case we may wonder wtretheealis sentences
cannot be understood as real imperative sentences iedacsmfext. The combi-
nation of (a) past reference time, (b) perfective or inaghaapect, and (c) presup-
position that the consequences of the action that wasygoéwimirmed could have
been expected at the time of action, provide suf cienhriaseshy these sentences
are interpreted the way they are in Dutch. From the pexspefthe reference time
the embedded imperative is meaningful as an advice todssaddThe fact that
past tense imperatives always have to be either irreahisrar i$ not a proof of
idiosyncracy, but can be explained as a natural consexfubadeteraction of the
representational semantics of tense and the convdratictian of simple imper-
atives. A declarative is used to say that something isdroertin point in time.
For this to be sensible, the speaker has to presupposeatieateinvis true at that
point in time is already decided somehow at the speeclH tingespeaker consid-
ers it possible that someone's actions may still in uemceititome, he cannot use
a simple declarative sentence. The future is commonlyeceddb be undecided
in this way, the past is commonly considered to be *~ xedm@$un, 1984). This
means that declaratives are normally restricted to tatkndiag lies in the past or
present and the occurrence of a future event can only tezlastés considered to
be completely decided (45).

(45) | y to London tomorrow.

Otherwise a modal auxiliary has to be used, whose funttiqquaify the judge-
ment as an expected course of events. In other wordss ibshifierspective to a
plausible future of the speech time, where the simplet pleclanative is claimed to
be true.

(46) | will (probably) y to London tomorrow.

In exactly the opposite sense, imperatives can only tikefuture unless the
past is considered to be undecided (or nonspeci c) somélimperspective on the
past as if it had not been decided already (irrealis) fortheranecessary element
of any past tense imperative. In some languages, suchsas &ngbdal auxiliary
is needed to mark sentences as being irrealis, but Dutchthspeaker to do so
with just the past tense. Presumably this is (part of ) soenety Dutch allows for
past tense imperatives.
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Since Dutch and Frisian are the only Germanic languages tkhave these
past tense uses of imperatives, | conclude that insofanastcspast tense is found
in Germanic imperatives it is grammatically marked jashldeclaratives.

3.3 Hortatives as indirect directives

The previous section addressed the question whetheathieeamperatives whose
context of reference is not the context of utterance aodwifisther this difference
is grammatically expressed. Here we will be concernetengtime question for a
different contextual element: the addressee. So themigestan there be impera-
tives that are not directed at the addressee and, if sediff¢hence grammatically
expressed? Looking from a typological perspective vike iardearly positive. In
many languages the imperative mood has a complex agrgsteentsth rst,
second, and third person forms, sometimes even with figtiections in num-
ber agreement (van der Auwera, Dobrushina, and GousSgv\2@0rtunately, |
know of no discussion of such non-addressee imperativesontext of formal
semantics, which makes it dif cult to say how they are tabead formally. There
is, however, a construction in Dutch that has the meaningpofaddressee imper-
ative. | will restrict myself to an analysis of those sestbalow, hoping that the
rst and third person imperatives in other languages camdeestood in roughly
the same way. But rst | will discuss the expression of doesade imperatives in
English.

Non-addressee imperatives in English

At rst glance, English appears to have third person inwesras well. That is to
say, English imperatives may contain what is from the poiewoof grammar a

third person subject. We have already seen several eximglasad here are some
more.

47) a. Somebody get this table out of the way.
b. Whoever bought this television bring it back.
c. The oldest of the girls sing a song for daddy.
d

Nobody move a muscle.

Let me start this discussion by, very briey, recallingtlierworks of others, the
arguments against treating the imperative subject as\e\amsstruction. Schmer-
ling (1975) lists some compelling arguments that show ismptin phrase is not a
vocativeé? A vocative is separated from the main clause by a commaroataaol
mark, may be expanded with ‘there', can co-occur with araiivpesubject and
does not allow for quanti er oating.

220n pages 503 — 504. Further arguments have been presenteal hytbbrs, such as Stockwell,
Schachter, and Partee (1973, page 648), Beukema and Coi#88npage 421ff).



84 Perspective shifts in imperatives

(48) You (there), you sit still!

(49) a. *You both there, pay attention.
b. You both pay attention.

Beukema and Coopmans (1989) show that the subject queati be used to bind
a pronoun in the imperative.

(50) a. Somebodiake off hiscoat.
b. Somebodyake off hiscoat.

In the second case the pronoun is not bound and has to beeitegrgeictically.
Beukema and Coopmans observe that this pronoun binding@sajns not possi-
ble when 'somebody' is vocative.

These arguments show that the noun phrases in (47) arere gemtiof the
sentence. Despite this formal difference between img@stdijects and vocatives, it
is clear that the imperative subject contributes roughiathe to the meaning of
the sentence as a vocative would.

(51) a. Everybody be quiet.
b. Everybody, be quiet.

In this respect, imperative subjects are very differardardinary subjects, also those
found in optative sentences. In (52) the introduction ofrar@otransforms the
optative (a), expressing a wish that God save the queenettiwedb), instructing
God to save the queen.

(52) a. God save the queen.
b. God, save the queen.

So what is the meaning of the imperative subject as in (d@¥3 Ihot denote the
addressesmpliciterThis becomes clear in particular when we look at (47-d). The
subject ‘nobody' surely does not indicate that the spsetdtkinigto nobody, telling
this addressee to move a muscle. More appropriately we tta thee imperative
subject expresseso of the addressees is to comply with the inffferatigationed
sentence is an instruction to addressees that none of thiera moscle.

On the basis of this discussion it can be concluded thatgheatime subject in
sentences like (47) does not really indicate a depamutbdroontext of utterance.
In all of the examples the addressees of the imperativgbrés addressees of the
imperative utterance. The subject does not introduceretdisintext of reference
relative to which the imperative is to be evaluated. Theofuio an imperative
subject is to constrain the applicability of the imperatiaa intended part of the
audience. Quanti ed subjects “everybody', ‘nobodyebedg\ and “anybody' are
used to make sure that everybody who hears the utteranstanddehat he or she
is being addressed. A referential expression such asnymnéral only used when
the person who has to perform the action is contrasted wahpsrsons. Conse-
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guently, this subject requires stress. This is clear feofacththat such a subject
cannot be combined with emphatic "do’, which also has te$sest

(53) a. Do gohome
b. You go home.
c. *Doyou go home.

There are some exceptions to this rule. The two stresmgegqords can be com-
bined in one sentence when ‘you' receives contrasts/édiyelh these sentences
the subject is still contrasted with other potential esdges

(54) a. Doat least yduave a go, even if the others wont. (Davies, 1986)
b. Dosomene help him quickly. (Potsdam, 1995)

(55) Dont you dare call me a liar.

Another exception is negation (55). Here the subject camremstressed (and
‘do’ as well, since it is not there for emphasis, but forrsingpthe negation). As
amongst others Schmerling (1982) has pointed out, ‘dorsegpnperatives are
‘more nite' than others, allowing for structure that ispessible without it, includ-
ing VP ellipsis and quanti er oating.

(56) a. *John said to be careful, so be!
b. John said not to be careless, so dont be!

(57) a. *Both go.
b. Dont both go.
c. Do both go.

It is not entirely clear to me what, if anything, the funasoof the optional, un-
stressed 'you' subject in these imperatives.

Granted that the imperative subject has a contrastingpfuantl is not a context
shifter, we may ask how such contexts sinfexpressed in English, assuming that
it is possible to do so in this language. The natural transiét rst person plural
imperative such as (58) in French is with the help of ayxiégr

(58) Chantons!
Sing-1st.pl
“Let's sing!

In the previous chapter it was illustrated that the coadrdet's' is only used when
the speaker includes him- or herself in the group thattedincising. Put differ-
ently, despite the accusative case the contracted prasiesinnambiguously the
(semantic¥ubjecdf the sentence.

(59) a. Let's take our clothes off!
b. Let us take our clothes off!
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The rst of these can only be used to make a suggestion fojosdraetion, or

to encourage the addressee to participate in the acticsecimel sentence can be
used in the same contexts, though it would sound a bit moral iblan with the
contracted form. However, it also can also be used as amyoniperative. This
possibility can be illustrated clearly by introducingjaectub the sentence.

(60) a. *You let's take our clothes off!
b. You let us take our clothes off!

In (60-b) the pronoun "us' is the direct object, which is ssipte in case the con-
tracted form is used. We can therefore say that the rshppdusal imperative has
been grammaticalized in English.

The situation is not the same for the rst person singulahadgerson (singu-
lar or plural) imperatives.

(61) a. Letme get my coat and I'll join you.
b. Let me know if you decide to join me.
(62) a. Let'em show the world what they're capable of.

b. Let'em each have atry at it.

The difference between (61-a) and (61-b) (in their usuai¢snis that in the rst
case the speaker expressesegtionto perform some action, whereas in the second
case the speaker asks the hearer to perform some actiontrékeis one between
an utterance in which the speaker is addressing him- d¢rdredsan utterance in
which the speaker is addressing the hearer. Note thatisnigtttype of use does
not require an addressee and can be used to talk to oneseih thiese cases the
tag ‘shall I' can be used.

(63) a. Letme get my coat and I'll follow her.
b. Let me hold the door for you, shall I?

A similar difference can be observed in (62). The rst &f thassentences need not
be uttered to a person who is then supposed to see to it tithethen question
show what they are capable of. The second is more typteedigt td someone who
is then supposed to let each of the persons in the groupddandteem' have a try
at it. To make this difference visible, we can again addeatsutg vocative to the
sentence and see if it changes the reading.

(64) a. ?You let 'em show the world what theyre capable of.
b. You let'em each have a try at it.

The rst of these is not meaningless as such, but with the sudgject it does not
retain the more natural reading it has without a subject.

As far as the English data go, the contrast presented ajit\esmiell be seen as
a matter of pragmatic interpretation, as opposed to semaaining. The sentences
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above would all be simple imperatives with a direct obpaciyor though in some
situations the imperative could be interpreted as addiesse audience that is
imagined to be present. Seemingly, this is what van deaADwbrushina, and
Goussev believe.

With non-second person Imperative-Hortatives, the appealablgrstill di-
rected at the Addressee(s), but it is more complex and arguakpjidaks t
Consider a third person construction like English (30).

(30) Letthe party start!

The appeal is not to the party itself. It is again the Addressat(sjatle en-
treated to do something to the effect that the party will startwisthe rst
person non-singulars, the Addressee(s) are appealed to.

(31) Letus sing!

(32) Letme sing!

In the inclusive reading, the Addressee(s) is/are supposethmogpmaker in
singing. In the exclusive reading, the Addressee(s) is not etursiapdout
still to do something to the effect that the speaker and one or efiererfss get
to sing. In the rst person singular, one can see the Speakeraithlgrgdup
in arole of Addressee or as appealing to some real Addressee(b)ru/ladir,

the Speaker, to sing. (van der Auwera, Dobrushina, and GoW33gvage 10
-11)

Apparently, by the inclusive reading they mean the re&ding tmaintained
when "us' is contracted. The exclusive reading is the arenetean add a subject
you'.

This argument is unsatisfactory. The authors fail to potnthat the “horta-
tive' readings are obtained by interpreting the prondamwiog “let' as the subject,
whereas in the imperative reading it is the direct objastisTéspecially clear from
the example they give of third person imperatives. Cettardppeal is not to the
party, but to the addressees of the utterance. Hence,titishma person imper-
ative. In this example ‘the party' is simply a direct oljectcathe sentence is an
ordinary, second person imperative.

The issue can perhaps be made more clear by looking at Darecthédcontrast
between subject and direct object readings is (partiattypgticalized. To be pre-
cise, when an accusative pronoun is used, the verb hasdtdeshimperative form
and has both readings. But alternatively one mayas@raativgpronoun, with the
auxiliary “laten’ agreeing with this pronoun. These sestenly have the hortative
reading’

Z3ppart from this, nominative pronouns can also be used witletths “kijken@atch and “horen'
(heaj in the imperative, cf. Bennis, 2001.

0] a. Kijk hij eens rennen.
Lookhe PARTrun-INF
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(65) a. Laalk eeneitje bakken.
Let | an egg-DIMfry-INF
"Let me fry an egg.’
b. Laatmij Uw postzegelverzamellmekijken.
Let me your.politestamp-collection view-INF
“"Let me view your stamp collection.’

(66) a. Laterwij eenbordspel spelen.
Let-plwea board-gamplay-INF
“Let's play a board game.’
b. Laatonsde grens passeren.
Let us thebordercross-INF
“Let us cross the border.

(67) a. Laterze eersmaar eens tonen wat ze kunnen.
Let-plthey rst PARTPARTtonen-INFwhattheycan-INF
"Let them rst show what they are capable of.'
b. Laathen eens eendansje doen.
Let themPARTa dance-DIMdo-INF
"Let them do a little dance.’

To illustrate some of the differences between these esgn{6beb) could be used
when the addressee is holding his or her postal stamp abbulbeannot want
to let anybody look at the stamp collection. In those certtexthominative pro-
noun could not be used. In (66-a) we could add the advemrnegéigé (‘together'),
whereas it would be more natural in (66-b) to add "in aleidti] in all freedom).
The latter sentence can be uttered to a customs of cer véfiasiag to open the
gate.

The meaning of rst person imperatives (hortatives) ts/eglasimple to de-
scribe: the speaker includes him- or herself amongst pie \who are to do the
action. In the singular case this means that there needarmatdressee. This is a
form of soliloquiCompared with rst person, the meaning of third personrampe
tives is a little harder to describe. Using (67-b) only reakes when the addressee
has control over the group denoted by the direct objectp@akes is then instruct-

“Look at him run.'

b. Hoorik eens brullen.
Hearl PARTgrowl-INF
“Listen to me growl.'

The nominative pronouns are nevertheless always iettgmetsatively, as is clear from the glosses.
Furthermore, the verb does not agree with the pronoun.

ii ijken zij eens rennen.

i) *Kik .
Look-pltheyPARTrun-INF
‘Look at them run.'
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ing the addresseertakethat group do a little dance. It could be, for instance, that
the speaker is talking to a puppeteer and points to the pugdpest uttering the di-
rect object. This ‘delegation’ use does not exist for. (Bdieapominative pronoun
cannot be used to denote the puppets of the addresseee Betagsit is dif -

cult to see how it can still be iamperativesentence, since it cannot have a directive
illocutionary force, or at least not in a strict sense.Bdti@meaning can be illus-
trated by means of the following related example, takerstomkwell, Schachter,
and Partee (1973).

(68) So your son, the prince, does not believe that Babys#auehim while he
was asleep? Would your son look at himself in the mirregpl€ae rouge
is still on his left cheek.

Paul Kiparsky is said to have claimed that the second sentémnis example is
ungrammatical. The context was added by Stockwell, &chactitPartee to argue
that it isgrammatical and, moreover, meaningful. Observe thanhtbacgeabove
has to be addressed to the father of the prince, presuneakilygtior the queen.
Consequently, one cannot use a let' sentence, becaugaultidie impolite. It
would suggest that the speaker is delegating an insttoithierparent.

(69) Laahemin de spiegekijken.
Let him in themirror look-INF
“Make him look in the mirror.'

Insofar as an imperative can be used in this context, itheweldo be a third person
one.

(70) Laahij in de spiegekijken.
Let hein themirror look-INF
"He should look in the mirror.'

This sentence would still be impolite under the circunestamat not to the king or
gueen directly. The impoliteness of (70) resides in tibdatbie speaker is, rather
bluntly, criticizing the prince for not believing the obsidf the speaker would have
authority over the prince, he or she would presumably uggl@isnperative:

(71) Kijk dan in de spiegel.
Lookthenin themirror
“Just look in the mirror.'

A nal example is gossip. Suppose Tina is talking to hed Rigoy. Tina has met
this boy with whom she went on a date, but the day after he dhooe her.

Ruby tries to calm Tina down by suggesting that perhapsythigdbaot have the
opportunity to phone yet and will probably feel really. utyTina is unforgiving
and says:
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(72)  Ja daaglLaat'ie z'nverontschuldiginganaar komen aanbieden,
Yedye Let hehisapologies PARTcome-INFmake-INF,
met eenbosje  bloemen.

witha tuft-DIM owers.
"No way! Let him come over and make his apologies, with fa tufecs.'

Itis clear from the context that Ruby is not being told to githarg. At this pointin

the conversation it may well be that she does not even knogytheame. Again,

it is as if Tina is sayirtg the boy that he should apologize. If he were present in
the utterance context she would address him directly wethand that could be
phrased as a simple imperative.

For this reason | conclude that the third person imperstreally ahiftedm-
perative. It shifts the context to a situation in which tbaksgy addresses the subject
directly and issues the simple directive. We may capsudethin a formal semantic
analysis by treating the third person aspanatoover a simple imperative sentence.
This operator marks an intensional shift quite like modatesase operators do in
modal logic (Blackburn, de Rijke, and Venema, 2001). Theldief the utterance
context is that the persons who are required to perforntitireaae the addressees.
The imperative subjects and hortative person shifteisiaesldo mark a shift away
from this default, creating a context of reference in whighh® relevant persons
are addressees. In this context of reference the "emisaudgézlimperative is eval-
uated as a directive speech act.

A further point must be made with respect to the hortativatroation. There is
another usage of such sentences that has not been meatianéd this usage the
speaker is expressing a wish that something happent Saméloae perform some
action.

(73) Lievehelp,laathij alsjebliefzijn mond houden.
Dearhelp let he please his mouthkeep-INF
"Oh my, let him please shut his mouth.’

(74) Laterwij alsjebliefnietsamen in & autonaaiWenenhoeven
Let weplease not togethein onecar to Viennaneed-INF
rijden.
drive-INF
“Let us please not have to drive to Vienna together in dne car.

(75) Laaik alsjebliefhietde hoofdprijswinnen.
Let | please not themain-prizevin-INF
"Let me please not win the rst prize.'

(76) Laahetalsjebliefgaan regenen.
Let it please go-INFrain-INF
“Let it please start raining.'
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Second person is impossible, because these sentenees @ireated at a person.
They are typically, though not necessarily, mumbled teliomath the eyes closed
or turned to the sky. Because of this, in (74) the subjetttieerapeaker with some
addressee(s), but the speaker with someone talked aktopluérthird person).

Note that in the English gloss the pronoun "us' cannot bexctad, contrary to the

other examples of Dutch “laten wij' imperatives mentidroee.a_astly, the use of
“alsjeblieft’ (‘please"), optionally stressed, id fgpiteese sentences.

For (Schmerling, 1982), examples like the ones aboveragstrefor opposing
to a pairing of the sentence type of categorical impgratislethe conversational
function of directives. Imperative-hortative sentereescaording to her, attempts
to bring about a change in the world. So (76) is an attemptke instart rain-
ing, even if this only makes sense by reference to sometiviasitclination to try
using magic. On the basis of the preceding discussionstreeemreasonable to
me, though, not to treat these sentences on a par with prsiimate imperatives,
which would require us to widen our interpretative notionrgferative' consider-
ably. They are borderline cases of hortatives that magspkehdescribed as im-
peratives shifted to a different context where the sutngttrectly be addressed.
In these borderline cases maybe we call upon God, or sommagfreed higher
power who could make even it' start raining.

Schmerling argued that ordinary imperatives are restoiciecond person sub-
jects exactlpecausthe presence of an audience makes us interpret them as com-
mands/requests. Reversing this analysis again, | wahiat sy in the absence
of an audience can we make sense of these ats, which maywdxplhey are
considered to be ‘prayers': The speaker closes his ayestberu to the sky. For
comparison, interrogatives are sometimes used undan¢heirsamstances and
then they have a quite speci c range of potential meaninggstwhich expressing
despair, though not “asking for information'.

(77)  Why did this have to happenrt® of all people?

Still, that fact alone is not a reason for abandoning thetsesnaf answerhood
conditions for interrogatives. And this is because thealisean audience is what
explainghe limited range of meanings of what under different cstamces could
be an information-seeking question.

Analogously, | want to maintain that sentences like (76¢ti@be understood
as members of a separate syntactico-semantic clasves dpaabnly pragmatically
obtain a “shifted imperative' function. Viewing from tkerfmeter's point of view,
it is only when the “laten' sentence cannot be interprebexving an imperative
meaning that it is analyzed as the expression of a wishs ffi@scase when the
subject is impersonal (76), or when the verb phrase doenatg something one
can do (78), or when the reference time is past{79).

24This is also true for in nitival complements, as discusséd4. For example, sentences with
main verb "want' embedding an in nitive describe the actimi someone wants some person to
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(78) Laatij voortlevenn onzegedachten.
Let heon-live inour thoughts
“Let him live on in our thoughts.'

(79) Laathij hetongelukoverleefd hebben.
Let hetheaccidensurvive-PRave-INF
“Let him have survived the accident.'

As can also been seen from the next example, when the assisngvirridden
that the verb phrase is not something one can do, the seregagss' its directive
meaning, so to speak.

(80)  Fiatlux

In this sense the “laten' sentences contrast with anothEucton in Dutch,
involving a subjunctive form of ‘'mogen' (‘may'), dhathas an optative usage and
isnevewsed to address or instruct.

(81) Moge hetalsjebliefgaan regenen.
May-SUBJt please go-INFrain-INF
“If only it would start raining.'

Rehearsing a point from the previous two chapters, theséattences with a non-
second person subject present their content from the' jaetgpective: the subject
of the sentence presentspbespectiveder which we conceive of the action being
performed: what the speaker intends is for that persopésjdaom the action. Op-
tatives such as (81) present the situation from the "emepegtive: they are used
to express a wish that some event would happen. Using aoimapsubject in the
‘laten’ sentence forces us to adopt the latter, eventcieesped thereby we also

loose the future orientation.

A note on English

In standard English only accusative pronouns are aceaftetauxiliary “let'. Thus
the only grammatical non-second person imperatives ishEangl the rst person
plural ones, though not for reasons of case but becausdrtietion of the pronoun

perform. It is only when the in nitive does not denote soimgthat can be understood as denoting
an action that the complement is analyzed as denoting athatvéme main clause subject would
like to occur, as in (i).

0] Frans wants it to rain.

On a more general note, it seems that in these cases thd dsef the same construction should
not be accounted for by means of different enrichments afraotonsemantic core meaning, as
Schmerling seems to assume, but as the rasalalysif a construction on the basis of an implau-
sible standard meaning. This is similar to the idea ofiocberthe study of aspect, cf. Moens and
Steedman (1988).
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is not permitted when it functions as a direct object. So maslobserved in the
previous discussion.

However, the situation in English is not this straightforwachaically, there is
a possibility for using nominative pronouns after "leis fids been observed by,
amongst others, Seppanen (1977).

(82) a. Letyouand I cry quits.
b. Let him with me, and | with him, be laid within one shrine.

The Oxford English Dictionary mentions:

(83) a. Awhile Let thou and | withdraw.
b. Letthou and | the battell trye.

In present-day colloquial English the use of ‘let's' exjp&ydnd its role in rst
person imperatives. First, it can express the involvdrienspeaker in the action to
be undertaken by the addressee alone. So, a mother watddl &alidr child even
if the mother does not intend to help in performing the atoamd via Google).

(84) Let's put on the socks. Put them on.
These sentences also occur in instruction manuals:

(85) Finally, let's put on the name. With the Text tool, tygaé name you want
over the plate.

Perhaps more interesting is the observation that sométisidanctions as an un-
analyzed particle followed by a subject, with nominasigeasal the in nitive. The
subject can be of any person and number and the interpretatiat of a (direct or
indirect) imperative. The following examples are takarkirog (2004).

(86) a. Let's give you a hand.

b. Let's you go rst, then if we have any money left I'll go.

c. Let's people know that teachers work in the vacation.

d. You stand back and hold their coats and say, "Let's hinmarmghty

You kind of just watch.

Krug here speaks of a ‘desemanticization’ of “let's', mctoritng merely as an
introductory particle in imperatives and hortatives. gindlbe examples are rare,
according to Krug, the consequences of this developmdémataemglish would
possess a grammatical imperative for rst (86-a), seéhjigBd third (86-c,d)
person.
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3.4 Concluding remarks

The imperative, as a sentence type, is best understoothast sategory. The
problems with a purely syntactic analysis were explaitiesl previous chapter,
whereas the identi cation of the sentence type with geealiticutionary force was
objected to in this chapter. The claim that all imperatige®a nite, not allowing
for tense or mood—or, naturally extending the argumesgrpethas been coun-
tered by means of a study of Dutch. Whereas standard Eppésinsato conform
to the constraints implied by the analysis of Platzack aedd®en, Dutch displays
grammatical tense and person shifts within the imperatagigm. | have argued
that these past tense and hortative sentences can betadenpterms of context
shifting operators over simple, subjectless imperatarecss. Those subjectless im-
peratives are instructions to one or more of the addragsbeasontext of reference.

The observations that the past tense imperatives aresatily &and that the rst
person imperatives are only expressions of intentioposalofor joint action is of
course not a proof of idiosyncracy, but a consequenceral,isgmantic constraints.
We cannot command for the past, unless we adopt, temparpghgpective prior
to the actual (non)performance of the action. Similarbameot command actions,
threatening with repercussions in case of disobediergreufus that include our-
selves as speakers. Belonging to a group that is to jofotiy lee action implies
that one islependemin the decisions of the other members of that group. Once you
threaten with repercussions, you place yourself outdideyofup. So for both past
tense and non-second person imperatives the pragmétitoreson their appro-
priate usage should be a consequence of their semantignidasis all the more
reason for attempting to develop a semantic theory cdpadteramodating those
constructions.

| have to make good on these claims, of course. This will &getinda for the
remainder of this thesis. In the last chapter | present atethaory in which
() the perspectival distinction is a central part of theamyt, (ii) the performative
function of imperatives is their semantic interpretatrghput the interference of
a truth conditional representation, and (iii) past tensalig imperatives and rst
and third person imperatives are attributed a meaninglébechin terms of an
operator over simple imperative sentences. Howeveg, Ibedone to this, | will
start out with a more simple formalization of imperatiasattows me to explain
how some alleged problems with a formal semantics fortivgseran be solved by
only implementing the second element in the theory: tostaddrthe meaning of
imperatives as inherently performative.
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Consider the following situation. You are a citizen of &\&f@stiern country. This
country has a Minister for Foreign Affairs, who passedoRerfg law.

(1) If you risk inhuman treatment upon travelling to a ecedaintry, you are
forbidden to go there.

Furthermore, the Minister of Immigration Affairs proptzsesake a new law which
states that,

(2) If you have been in this country illegally for less thawp ylears, you have
to go back to your home country.

Given these two conditional imperatives, a person wiegallin this country for
less than thirty years may come into a con icting situatisimaltaneously having
to, though not being permitted to, return to his or her honmateg What is the
appropriate response in this situation? Perhaps thaeulesighed' differently, or
an exception clause is introduced in the latter rule. Howeéalee it the response
isnotto assume that, presumably, these illegal immigrantstvaitist, because if
they did, then the rules would be inconsistent. Whatevesghense may be, it will
start with objecting when the second rule is introducadgrbat it con icts with
the earlier one. The rule system is then rejected as beped iof @n improvement,
even though there has not yet beeacimalcon ict, only a potential one.

Let me present a comparable example. | write a letter torttstekjliprotesting
against the laws being proposed. | ask the kid from the arsighipost the letter.
Now this kid likes to play with re. So she says to herselfieiglbor told me to
post the letter, so in effect he told me to post the letteronthwell, |1 shall burn
it." What is strange about this reasoning is that the kichesgbhat my imperative
entails a choice-giving disjunction. A disjunction, mergwhere the choice for
complying with the second disjunct is incompatible withriginal imperative.

95
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This latter example is also known as the "Ross paradgxl@RassRoss con-
cluded from it that there can be no such thing as a "logicexfatives'. Others have
similarly argued that it is not sensible to speak of “inveer#erence’ (Beardsley,
1944), or to look for, say, a cut-elimination theorem foenatpves (Belnap, 1990).
Both Beardsley and Belnap point to the impossibility of usiperatives as pre-
misses. We cannot hypothesize about imperatives, speetking. But what does
this difference really amount to? Sure, imperatives davetriith values, so truth
preservation cannot be a semantic relation between ingpseatences. Neverthe-
less, there are other such semantic relationsréfzgdplicable to imperatives. For
instance, the imperatives "Get up' and "Dont getaupict even if we do not wish
to call that a “contradiction’. So what is different abéergnce, in the sense of truth
preservation, and the semantic relations that do exisehetmperatives?

| want to suggest that it is the following. Declarativerssgdave, or at least they
can have, what Searle (1979) has called a ‘word-to wedtiodiof t. This means
that we can witness a correctness criterion for the apfgasage of declarative sen-
tences that states that the sentence is appropriatefyanseohly if the sentence is
in fact true. In contrast, imperative sentences have@tovardrd' direction of t.
When an imperative sentence is uttered, we need not loeknatrttl to see if it was
appropriate, but the addressee shchéahgéhe world, in order to make the world
agree with the imperative, so to speak. Imperatives dovegréeonditionbut
only postconditiaridelieve that this opposition is crucial in understarvadiag the
semantic relations between imperatives are, thougls thisgean important correc-
tion to be made at this point. Declarative sentences do ireby imeeve preconditions,
nor do those constitute their ‘core meaning'. In genenadgevdeclaratives to provide
the addressee with information. Perhaps the effect offarataition giving should
not be explained as a change imtbeditself, but certainly there is a change in the
cognitive state of the addressee if the information isetcep

Because of this, asserting a declarative disjunctioonaftgthe disjuncts has
already been accepted is odd. It suggests that the speakergsa correction, or
that for some other reason the weaker statement providasesomformation.

(3) It's raining. ... ?It's raining or snowing.

The difference with imperatives, however, is that thenafime reading of a declar-
ative sentence can be ‘cancelled', i.e., effectivelputlegt means of additional
discourse structure.

(4) It is snowing, and therefore, as a matter of faggnbwing or raining.

The use of ‘therefore', reference to the ‘'matters of taittearerum focus (stress on
'is') all lead to a reading of the disjunction, not as pmngvitdw information, but
as a description of the world on the basis of the presemif stdbemation. In (4)
the disjunctionsappropriately used, because only the aforementioneutgrens
are required. So, when the informative function of dectarat cancelled, we retain
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their preconditions. Under those circumstances diginnntroduction is a valid
principle.

In view of this, it can be questioned whether “truth présehshould play a
central role in natural language semantics, given thaiotree example can hardly
be called typical for the use of declarative sentencasanyocdnversation, though
it seems reasonable to maintainitifatencbe understood in terms of truth preser-
vation. More important for our present concerns is thelaicinhperatives cannot
even remotely be reduced to such preconditions. Usirgot&eto connect two
imperatives in discourse only leads to the natural inétigmethat the acceptance
of the rstimperative makes it reasonable to accept (oranmthe second as well.
This never leads to a rule of “disjunction introduction'.

(5) a. Have an apple. ?Therefore, have an apple or have a pear.
b. Get out of here! ?Therefore, get out of here or tell me ethtitigk of
my new dress.

The conclusion should not be that imperatives cannot beagseenantics, but that
this cannot be done in terms of preconditions.

On the basis of this conclusion, let us take a look agaireattngle with which
| started out. What makes us demand that at least one of sheelaianged is the
fact that we cannot resolve the con ict in the rules by atipgithat in one of them
the apodosis is “incorrect'. Because of this, conditigreakitives are not the same
as indicative conditionals. For the latter there is thefriedus Tollens, meaning
that the following is a valid inference.

(6) If John is at home, then he isnt working. Jefwvorking, so he isnt at home.
The matter is different for imperatives:
(7) If you are at home, then dont work. ?Work, so you are hotra.

Again, this is not to say that the use of indicative corai@s illustrated in (6)
is very common. But what is important here is that the gitgsiloes not even
remotely exist for imperatives. A conditional imperativemrly be understood to
mean that the addressee is actually told to behave in tnbedasianner, in case
the antecedent turns out to be true. This prescriptivadaraftconditional imper-
atives cannot be cancelled and so Modus Tollens, whislegted (unconditional)
prohibition to comply with the conditional imperative dahds to (unconditional)
incoherence.

| conclude that imperatives are sentences that are onlyithseolstconditions,
I.e., rules that state what the appropregponsg Accepting an imperative directed
at you means adopting the intention to comply with it. It igims of this notion
of acceptance that we should formulate a semantics oftiepera conceptual
motivation for this claim was presented in the rst chadege | hope to show
that with such a semantics, the “logical' problems of Rbethars are also easily
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avoided.

4.1 Update semantics

In the rst chapter | argued that no attempt to de ne an etratuaemantics for
imperative sentences will suf ce. Let me brie y recapitulhe attempts (e.g.,
McGinn, 1977) to work around this problem by restrictingtteatment of im-
peratives to a de nition of what it means for an imperatibe téul lled' do not
suf ce. Such attempts manage to maintain a central rotetfoirt the analysis of
meaning, but only at the expense of not being linguistidafyate. What does the
notion of ful liment tell us about the directive functionimiperatives, the future
orientation, the lack of a subject, etc.? Why can we not usperative sentence
to asserthat it has been ful lled? Ful liment is a concept by meanghwh we
can relate imperatives to declaratives, but it is not a toearadyze imperatives as
meaningful on their own.

Alternatively, the idea that all such considerations #imuse of a sentence is
beyond the scope of semantics, that semantics would bonlifldéaood indepen-
dent contents', is to miss the point profoundly. The trutfditmnal semantics of
declaratives is rst and foremost a pragmatic theory tegtrts declaratives in
terms of their function of describing the state of affaimsgakes little or no sense
to abstract away from the declarative sentence' havitig\alne in order to come
to a notion of moodless representational content, as sthroes &gem to suggest
(Huntley, 1984; Han, 1999b). Even if we think of the meanfragsentence as a set
of possible worlds, then still this set is only de ned asttloé worldsn which the
sentence is tiii@ipke, 1963).

Thus, if we restrict our interest in imperatives to the tetdamhich they can
be related to the truth conditions of declaratives we csapohuch about their
distinctive properties as such. The consequence olttissitvould then be that
the linguistic study of imperatives regarding interactwith aspect, tense, mood,
and person would not be part of semantics but left to pragmati undesirable
situation, surely. On the other hand, there is also no wayetongperatives an
independent status in semantics while maintaining al cenivarsal role for truth,
description, reference. That would be having one's cakataryit too.

Developing a semantics of imperatives then means that iweaptuee their
function as directives in a formal framework. Some autingrgloposed theories
of interpretation in which the appropriateness conditansperatives are char-
acterized (Wilson and Sperber, 1988). The result is thatatiyes are understood
as expressing an attitude of desire. Apart from the fatttishatll not allow us to
distinguish imperatives from optatives, it is not truethigatise of an imperative
sentence is only appropriate in case of a desire by eitsieedker or the hearer.
Instructions can be given on the basis of a random choicae-semeone has to di-
vide the tasks over a group of people—or in a purely instelisemse—to express
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some condition that must be met in order to correctly pedarertain procedure
(‘read the manual’).

Instead, let us take the ideas from ordinary languag®phyjlieeriously, and say
that the meaning of an imperative sentence is its use asragiené utterance. An
imperative sentence does not have necessary and suecienditions, only such
postconditions. These postconditions can equally weptesented in a semantic
framework. And indeed, unlike the wide variety in posséalermitions for appro-
priate usage of imperatiye¢bere does seem to be a comgmal the expansion of
the hearer's schedule with the action. That is to say, thgteerall kinds of reasons
to utter an imperative, but in all cases, if the hearer shoaseepthe instruction
this yields an expansion or change of his schedule. If taesagdaccepts the im-
perative (be it by acknowledging it or by a relation of pavaartoority between
speaker and hearer) he or she is thereby committed to ghegf@atior?. For this
reason the notion of acceptance will be taken as a commohasaerizing the
meaning of imperative sentences.

The framework of update semantics (Veltman, 1996) is difatina of mean-
ing in terms of acceptance. Under the general heading lofjire that ‘meaning is
context change potential' several semantic theoriesbawteleloped within that
framework to capture the performative meanings of centeimuctions: epistemic
modal clauses (Veltman), deontic modality (van der Tarf@an1998), interroga-
tives (Groenendijk, 1999) and in fact also imperativesi¢Za002; Lascarides and
Asher, 2003, though both assume a mood-radical structure).

The general idea behind update semantics is that the nedfaans@ntence is to
be understood as the change it brings about in the cognitievefgshe person who
accepts the news conveyed by it. Consequently, a sene@mgiésimot based on a
truth assignment to sentences, as is the case in clasamatsebut formulating
a semantic theory in this framework consists in de ningpdate systékeltman,
1996)3

DEFINITION 4.1. An update system is a triple [], withL a
language, a state space, and for each L, an update operation

[]:

The notion ofacceptancé a sentence in a state is what replaces the
classical notion of entailment as truth preservation. pdaeaioperation is written

1Some such reasons are that the speaker desires its argseuubat the hearer would bene t
from doing it, or that it is the right thing to do, or that it letway to achieve the (hypothetically)
required goal, etc. For a more concise overview, see Ha8®1y Wilson and Sperber (1988).

2This commitment is not to be seen as a psychological indlinatfeeling of responsibility,
but as a normative fact: not performing the action corstiayiting out of “playing the game' that
imperatives draw their meaning from (Searle, 1969). st assertion gf  p in the case of
declaratives is not factually impossible, but cannot kestowt as an attempt to correctly describe
the world.

3The appendix contains a list of set theoretic notationmutieelthesis.



100 Ross paradox and quandaries

in post- x notation, [ ] , SO that the notation pairs naturally with the incre-
mental left-to-right processing of texts. Updating wigixia { n can then be
seen as sequential composition] [ 4]

DEFINITION 4.2. isacceptech iff [ ] . We write this as

An inference from premisses n, in that speci ¢ order, to conclu-
sion isvalidiff for every state itholdsthat [ 1] [ ]
The statement that the inference is valid is written as: |

A sentence is accepted in a context if it would not add apyohimat context if
it were uttered. Veltman mentions several variants ofried fbe nition of validity
of which | will be using only the one de ned above.

4.2 An update system for declaratives and imperatives

In this section | will present an update system for a comangeage of imperatives
and declaratives. On the basis of the de nition, we needttiings: a language, a
state space, and an update operation. These three eetiteesed subsequently.

Language

For the moment | will restrict myself to the assumption thdtave a set of simple
declarative sentences and a set of simple imperativeeseatahl do not discuss the
connection between them. Also, those matters discusseprivious chapters con-
cerning the temporal and agentive aspects of declachtiparative interpretation
are sidestepped here. One consequence of this limitdtetroisly imperatives for
the agent whose commitment slate we are modelling arentakeonisideration.
Another consequence is that we cannot formulate the sitateatesome imper-
ative was ful lled. This requires that we take into acchentdnnection between
what | have been calling actions and events. These isdaal ai¢gh extensively in
the next chapter.

DEFINITION 4.3. LetlLy, ( ) be a language of atoms, where
is a set of atomic declaratives, aralset of atomic imperatives. The
language of connectitgds de ned as followkg Ly, if L, then
L;, and if L; then L.

When contains only declarative atoms, | will write  abbreviating
( ). Conditional sentences are comparable to disjunctionghtthey are more
syntactically constraineé@he protasis cannot contain imperatives, because it func-

41t must be noted, though, that in Russian the protasis otticorad sentences is in the imperative
mood.
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tions as a hypothetical addition to the cognitive state afjimt. Such hypothetical
updates are not possible with imperatives, as | haveeskplzone.

Negation is treated as a uniform sentential operator.hthikl 10t be under-
stood as a substantial claim about the semantics (or symtegation in natural
language. The observation that in many languages negexpressed differently in
imperative/deontic contexts and declarative/episteméxts respectively, suggests
that there may well be a semantic difference between tWatothe semantics
here intends to show is that, at least as far as the distesssdgna go, negation
can be modelled in a semantically uniform way. So in ordeattaevidh, e.g., the
Ross paradox we do not need to make use of a distinctiombadeleeative and
imperative negation.

Finally, one issue that | will not be dealing with in thistelapthe interpretation
of natural language mixed mood sentences, i.e., sem&ritek an imperative and
a declarative are combined in a conjunction or a disjunction

(8) a. Leave your bike here and it will certainly be stolen.
b. Pay me 30 Euro's or you wont get your bike back.

Those sentences have peculiar semantic propertieg)grttiedhypothetical status
of the imperative and a modal interpretation of the decigrttat require a richer
theoretical framework. A discussion of these sentenmosglischin 5.7.

States

The next thing is a state spacgavhich is a set of statesSuch a state will represent
both the information and the commitments for action of tlemtégterpreter. |
represent it by a set of ‘possibilities under considedditibe agent/interpreter.
These possibilities, in turn, are pairs consisting afatiit and a ‘schedule'. Both
are modelled in terms pédirtial possibly inconsistent valuations of atomic sentences.
Declaratives are assigned a value ‘true' or ‘falsehexr oeiboth, and imperatives
get a value ‘do' or ‘dont’, or neither, or both.

DEFINITION 4.4. A situation $s a subset of the product ofand
TRUE, FALSE . Ascheduleis a subset of the product obnd DO, DON'T .
The set of all possible situationS,ithe set of all possible schedules is

S ( TRUE, FALSE)
( DO, DON'T )

Apart from situations and schedules, what we will alsr@asotion oéxpansion
of such partial valuations. Accepting new informationnemdments results in a
pointwise expansion of situations and schedules. Fowilhisske the operations
and , de ned next.
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DEFINITION 4.5. The atomic expansions of situations and schedules
are as follows.

S p S p TRUE
s p S p FALSE
a a Do

a a DON'T

The operation adds a positive fact$or adds a positive commitment tdhe
operation adds a negative fact or commitment (i.e., a prohibition).

In other update semantic theories, uncertainty of infanmatmodelled in terms
of a set of possible complete situations (i.e., worldsy, dbquiring information
leads to a reduction of those possibilities, namely, tbssibilities that con ict
with the new information. In the model | am proposing, infdrom and commit-
ments are acquired bypandingossibilities, making the valuations more complete.
However, this does not mean that a state consists of onlychree stuation and
schedule. In particular, disjunction will introduce aafityrof “live options', so to
speak, into consideration. By adopting this analysisvoe aille to explain some
of the mentioned problems concerning this connectivd| bs shown later on.

DEFINITION 4.6. A possibilityi is a pair ¢ ) of a situation and a
schedule. The set of all possibilitiesAsstate is a set | of possibil-
ities. So the state spaceis (I).

Several authors who similarly model information and ioweint a model the-
oretic way distinguish between two separate sets: ohstditelieonsisting of a set
of epistemically possible worlds and one desire stagtimprasia set of deonti-
cally (or buletically) possible worlds. Example of thisagipare van der Torre and
Tan (1998) and Zarnic (2002). The difference between thodelsrand the one
proposed here—apart from the differences between sg@atibschedules—is that
we have a single set of complex possib#iti¢sThis has the advantage that it offers
us a straightforward way of introducing cross-depersileatieen information and
commitments. Apart from that, it also enables us to de nensieth operators and
connectives in a sentence type indifferent way. Conjyndisfunction, negation
and implication are all operations on sets of possipitiiesdless of whether the
embedded sentences are used to provide informationuatioss.

The notion of a schedule is based on ideas by several dihrer @uthis subject.
Hamblin (1972) introduces commitment slates as sets®oaruirdividual is sup-
posed to follow (in his 1987 book he works this idea out inaetad). These slates
are expanded on the basis of imperative utterancesh5imeigs (1979) makes use
of scoreboards on which we keep track of what has been saar@ing and giv-
ing permission thus alters the scoreboard. Lastly, andecwmndy, Portner (2003)
uses the idea of 'to do lists' in the interpretation of itieEsa
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When we acquire information about the world or commit weseb act in
some particular way in the world, we are dealing with tloeivgrossibilities that
are open to us in those two senses of that word: the passtbiit the world might
be like this or like that, and the possibilities of decidiagtt like this or like that.
Incomplete information (not having all the facts) and ctmenis (not being fully
booked) will be represented by a set of such possibildesgHnore than one
possibility under consideration will mean that one doesnoat which of those
possibilities to adopt as a correct (partial) model of tietaval as a schedule to be
executed.

- If both (s ) and € ) are open to consideration, then you do not know
whethersis the situation you are in er but regardless of which is the ac-
tual one, you is committed to act according to

- If both (s ) and 6 ) are open to consideration, then, if you are in situation
s you are (for the moment) free to choose to act accordiny taccording
to

- If both (s )and & ) are open to consideration, then you do not know in
which situation you are. However, if it turns out that youragethen you
are committed to execute schedwad if you are iis you are committed to
execute schedule

The last type of state is particularly useful to deal withtiooral imperatives. For
example, if we are told

(9) If the sun shines, go to the beach; if not, then go to temain

the result will be that we have two types of possibilititebéeathe situations in
which the sun shines all are paired with a schedule in whaoke wemmitted to
going to the beach. The remainder of the situations ar@ed wéh a schedule in
which the we are committed to going to the cinema. Consiguentvill certainly
have to go to either the beach or the cinema, but in ordersovikinich of these we
actually have to do we rst need to nd out whether or not thessshining.

As the example at the beginning of this chapter illusaetegting imperatives
does not lead to excluding situations from consideratibdifferently, commands
cannot provide information. Another aspect of this asysnbettveen imperatives
and declaratives concerns disjunction. When someortfgasaysstraining or it is
snowing', then this person is not saying 'you may chodgebfreause there is no
restriction on adopting either belief'. Rather, the pensams that "| cannot tell you
which one it is; | lack the information’. Consequently,nfesme else responds by
saying that it is raining, you may simply adopt this addltioformation. On the
other hand, when someone says "Go to the beach or go torti&, ¢tiven the rst
type of readingsthe more salient one. The speaker allows the addresspétitkee
options open. Consequently, when someone else wouldiedmntisaying ‘Dont go
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to the beach', then, unlike with declaratives, there iscamndat. The addressee will
have to resolve this con ict by deciding who has the higtieriggiin matters of
going to the beach or to the cinema. One such resolutioimpdyonith the second
authority's prohibition and so to go to the cinema. Neithiéroaity has prohibited
that action, so the addressee will not have to face angrsatddiwever, this is still
a way ofesolvinghe con ict. The way this difference is integrated in tharsters

is by only allowing declaratives to “‘override' earlietainties. Imperatives simply
give rise tgquandariesee Hamblin, 1972).

DEFINITION 4.7. A situationsis consisteiff for no p , pis both
true and false ia Similarly, is functional iff na is both to be
done and not to be done in A possibilityg ) is aquandaryff sor

is not consistent. A states quandary free iff it contains no quandaries.
lor is the set of all non-quandary possibilities.

Not all possible states are acceptable states. In thedtinodf this chapter it
was explained that if the rules implyogsibleon ict, they cannot be accepted as
such. In the framework of update semantics we then saets@téhbecomalssurd
and the update procedure ends. Consequently, there arstitvguighed states: the
minimal staté. and the absurd stale

1 )
0

As a rule, we say that if the state contains a quandary agmytsesults in the
absurd state.

Update operation

The third and last element of the update system is the upeastian for all the
members ok;. Before de ning this operation, | rst need to say a litieabout
negation. What is it to deny an imperative? If we think otioegss a sentential
operator, as we normally do in logic and semantics, they tD@# leave me
here” is not merely to ‘not-command' leaving, it gabibitit. Thus if the English
sentence mentioned is considered an instance of senegaiain, then negation
must be more than the usual notion of a set-theoretic coemglem

For dealing with negation | will use a variant of the semarged in Velt-
man (1986). To each sentence correspond two updatesya pasitand a negative
one. Negation switches between the two procedures.
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DEFINITION 4.8. Let be a state. Theositive updaté with
asentence L, isthe function : , and thenegative update
are de ned by the following recursion. If quandary free,

p s p) I (s) & (s p)is consistent
p s p) I (s) & (s p)is consistent
a (s a | (s)
a (s a | (s)

NN NN
N N N

Otherwise, the outcomeds

The proclaimed difference between imperative and deelapatates resides in
the difference between the atomic updates and the ‘neethauthe overall out-
come of any update should be quandary free, or else it voburd.awith the
update with an atomic declarative, the inconsistent@itsiaire "automatically' re-
moved from the state, via the explicit restriction thatammgistent outcome situa-
tions are included in the result states. Thereforés quandary free, pwill also
be quandary free. This is different with imperatives. Hed®wot remove the in-
consistencies, so in case we have a state containingli&ytossih doa, the result
of the update witla would contain a quandary and is therefore aBdardhort,
an update with bota band awill result in the absurd state, whereas the update
with bothp gand p will mean thai is the only option left. Apart from this,
disjunction is ordinary set union and conjunction is, a8t dynamic semantics,
sequential composition.

DEFINITION 4.9. A sentence isaccepteith state iff ( ).
When is accepted in we may write

1 n iff : 1 n

A sentence is accepted in a state iff we keep all old piessitdilen we update
with the sentence. The de nition of validity is kept the s Veltman's original
system. To illustrate what the update clauses amountte, he¢ntion some of the
validities in the update system.

50One way of dealing with inconsistencies in information ysingal valuations is Tam-
minga (2004).
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FAcT 4.1. The following entailments hold in the update system.as de ned

De Morgan laws: Double negation: Identity:
( )
( )
Not valid are:
Excluded middle: Weakening:

Recall that implication is de ned in terms of disjunctieguiring that the an-
tecedent is declarative. The update system validatesmeptivat could be called
ex absurdo sequitur quodlibahe absurd state everything is accepted. Due to this
principle, the negation of the antecedent is always ddoddtelus Tollens reason-

ing.
1 p a a o0

So, formally it is a valid inference scheme. Nevertheeassertion of the condi-
tional antecedent is equally accepted as a conclusiaeamits.

4.3 The Ross problem revisited

Often, people have proposed a pragmatic, Gricean sotutiendisjunction prob-
lem that Ross presented. A disjunction is weaker thardesfhect, so if the speaker
uses the weaker command, then apparently the strongemncowasaot appropri-
ate. Consequently, any way of complying with the weakeracmhwiil do. Hence,
the addressee infers a permission to perform either Betren1967). If the free
choice were indeed an implicature, not the meaning, aiaiggiimperatives, it
would be expected that it can be cancelled by other cohteséuns.

(10) Have a cookie! ?So, effectively, have a cookie or haocel@te.

(11) Sing or dance! ?Guess which one.

(12) Sing or dance! [Addressee starts to dance.] ?No, mghnt

(13)  ?Sing or be the emperor of China!

The imperative does ndescribthe speaker's attitude, so even if the speaker de-
sires that only one disjunct be complied with, then comatingcthis still does
not change the directive issued. Furthermore, whereasntnsn that informa-
tion grows in the course of time (14), denying one impedasiumct can only be
understood ason ictingwith the earlier disjunction.

(14) It is raining or it is snowing. ... It is not snowing.

(15) Go to the beach or go to the cinema. ... ?Dont go to tbh.bea
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Declaratives have preconditions and, in terms of thoseneesve of growth of
information as an improvement of our knowledge of the aobuial. So there is a
natural incentive to acquire more information that exg\elty there is no con ict
in a discourse such as (14). The rst speaker will havergoremaition to the best
of his or her ability. The second speaker further improvies state of information.
Imperatives differ fundamentally from declarativessing$pect. There is no natural
incentive to accept more restrictive instructions, leegamsth of commitments
does not imply any improvement of one's cognitive stateedtbt mean being
better equipped to deal with decision problems. Someomgwebgou less options
is not being more informative, but such a person is simptydeoranding. If your
grandma tells you "Have a cookie or have a chocolate' agthyolpa says "Have a
cookie', a natural response would be to reply "Grandmaedldauld also have a
chocolate'.

| contend that there is no reason to believe that weakesenggistically valid for
imperatives. Due to the patrtiality in the schedules, weoaum for the invalidity
of disjunction introduction for imperative$he inference from “post the letter' to
‘post the letter or burn it' is not generally valid. Nanrelg, dontext where “dont
burn the letter' has been accepted updating with the disjumall lead to the
absurd state. Despite this general invalidity, note thatupdate the minimal state
with “post the letter' the disjuncti@accepted. However, when we assume, as seems
plausible, that the letter cannot be posted if it has beat) the possibility of
having both commands on your schedule could be consideesdiarg, for reasons
of ‘world knowledge'. In that case the Ross inference veooddaut as invalid
even in the minimal statapith respect to declaratives, disjunction introduction is
generally valid. A quandary free state will not becomel ainsarwe add weaker
information to it than is contained in it. So it is due to thHedence in dealing with
guandaries that we can account for the problem Ross erexbuhies means that
the entailment relation has, amongst others, the follpwapgrties.

5There are several other logical approaches to the prothigjomative imperatives. Meyer (1993)
gives an explanation using dynamic logic, where impertvstate transitions and a disjunctive
imperative says that state transitions of either labtdagilto “safe' outcome states. Aloni (2003)
argues that disjunctions are ambiguous between a desangta free choice interpretation. On the
latter interpretation they give rise to a partition of plesactions. Next to classical entailment, Aloni
also proposes a semantic relation between sentencest suchaiff “any way of complying with
is a way of complying wil. Under this relation a disjunction is stronger than eilisgmct.

’Such effects of world knowledge can be better modelled ®re @able to express that an
imperative has been ful lled or not in a situation. Such pansion will be provided in the next
chapter.
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FAcT 4.2. Let ! | L; contain only imperative atoms. Then these
properties may be observed:

[
1 a a b

Note that the invalidity of the inference does not mean thatis no
longer accepted after the update with . A disjunctive imperative does not delete
any standing commitments, it only (potentially) introsunesv ones.

After the conjunction of two imperatives, their disjuncisoalways accepted.
This is because the expansions resulting from both disgimctiuded in each
schedule already. This may be considered counterirityiteene, but | contend
that if that is so it is because of a pragmatic considek&ti@m. someone uses the
disjunction then this is usually because it will suf ceeifathdressee comply with
either disjunct. In case both actions must be performetisjinective imperative is
pointless (it has already been accepted), but not indoledort, this seems to
me a Gricean implicature from the maxim of informativeaegsted to imperatives
(Grice, 1975).

The last property in the above list is telling. The resuttcefpéing ! lis
that each schedule commits the addressee to perfbactian and to refrain from
any !action. If we then update wittthis will not have any effect, but if we update
with ! we expand each schedule in such a way that it commits tetotingand
refrain from ! actions. We then end up in an absurd state. It is therefdrecanuse
of alogicainconsistency that the second update leads us to the tddsufnlisthe
reason is that the result of the update is an unacceptablglesdn one or more of
our possibilities under consideration.

Consider, nally, the problem that we started out with. uently updating
withp aandp aleads to the absurd state. It would be strange to conclude
from two such conditional imperatives that "apparpiglyalse, because it would
entail inconsistent commitments'. Rather, we do wantpgkegler consideration,
but we have to protest at that point that the result of the atas is unacceptable.
That is, if it schappenthat p, we will not be able to live up to our commitments.

4.4 Free choice permission

A problem closely related to that of Ross' paradox is tbbadiee permission prob-
lem (Kamp, 1973) which concerns the following pair of ssgen

(16) a. You may go to the beach.
b. You may go to the beach or go to the cinema.
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The problem is similar to the Ross problem. In standardiclémgit, where ‘may’
is an existential modal operator, disjunction introduatithe complement of per-
mission is a valid principle. From that we may be inclinedniduzle that using
(16-a) would make the latter redundant. However, obvibislgtter sentence gives
you morepermission than the rst. Many solutions to this problens baen pro-
posed. Those proposals have involved epistemic logice(diarm, 2000), situa-
tion semantics (Rohrbaugh, 1996), lumping (van Rooy, 1B88ean modal logic
(van Benthem, 1979), and more. The solution to the freeecheimission prob-
lem Kamp himself proposes is to introduce an alternataibmemit concept that
captures the idea that permission sentghagermission and allow the addressee
more freedom than he or she had before. Update semamicpiesants a promis-
ing candidate to formalize such a dynamic conception dgient

In line with the update semantics of Veltman (1996), let trediurce a modal
operatormaythat takes any sentence framas its argument. We do not allow
for recursion: thenaysentences are not arguments of other sentences. Unlike in
Veltman's approach, the modal sentences will hedties the state, merely checking
whether the state satis es some formal condition, but theyve rise to changes
of state. Anaysentence adds the possibility that the embedded sentaccegbed
in the state, while keeping the initial possibilities as\Wletnmayscopes over an
imperative, i.e., it is a deontic modality, the result withht the addressee is given
a choice. Due to the fact that imperatives have to maintidapy freedom and so
cannot contradict previously generated possibiligegossibility generated by the
deonticmaysentence constitutesight If the same modal operator scopes over a
declarative sentence, i.e., an epistemic modality, rited fesult will be the same.
Nevertheless, declarative sentences "automatidatig axaonsistent possibilities,
so the possibilities generated by weak epistemic modatagmo not have to be
maintained in the future. Effectively, epistem&yis then the same asightin
Veltman's system.

A permission update is not required to be quandary freat Wehe so, the con-
secutive update withay eandmay awould always lead to absurdity. On the other
hand, permission is not without coherence constraings. ditmaysentence such
as in (17) is interpreted as giving ‘unconditional' pgomidsis explains why it is
strange in its context. The permission con icts with thereaonditional prohibi-
tion. Though we may be inclined to interpret the permissiancarrection or as a
retraction, this already indicates that the absurd ssatedrmreached.

(17) If you havent done the dishes, then dont go out. ?Ypgoraut.

With an atomic declarative the situation is different. N@ymiayupdate is pos-
sible if the information provided by the embedded senteocampatiblevith the
information in the state.

8van Rooy's semantics is also a dynamic one. His approaahesanpblate semantics with situ-
ation semantics and belief revision.



110 Ross paradox and quandaries

(18) If John is ill, then he is not in the of ce. John may beerofitce.

One way of expressing this difference is that a ‘weakeof fjuandary freedom is
implied by permission giving. The update with a permissiense requires that
for all possiblsituationgept open in there is at least quandary free one outcome
possibility that contains that situation (or an expaniseedf). In other words, the
permission means that you must always be able to chooskike schvehich the
granted permission is acted on. The idea of various ddgneesdary freedom
has been proposed by Hamblin (1972) as well. The proposa&d afojuandary
freedom is comparable to what he calls “strategic quaaddoyt: the agent can
always play a strategy to avoid ending up in a quandarypétenéssion will be
de ned as saying that a strategy can be adopted in whichrthégoeaction is
performed and one steers clear of quandaries. One wayeafemipig this idea is
presented next.

DEFINITION 4.10. Astrategy is any for which it holds that
for alli there is ¢ suchthag s.

A strategy is a set of possibilities under consideraticthauevery contingency
is “covered' by it. No matter what further information ydliegan the future, the
actual world will turn out to be an extension of one of thatgns in the strategy-
set. Using this notion of a strategy, we can say what thaicmsbn permissions.

DEFINITION 4.11. |If L., thenmay L,. The update with a
sentence ih, is de ned as follows.

may ( ) IS a strategy in
if there is a strategyin  such that is quandary free. Otherwise,

itisisO.

Comparing this de nition with the update clauses for simgeratives, we can
see that the constraint imposed on simple imperativesschmiorm of quandary
freedom: it could be rephrased by requiring that not justme strategy in you
can steer free of quandaries, but that this requiremerofdi$dr the entire set

Given the weaker constraint, we do nd that may a may ais not absurd.
But in line with the observation concerning (17),p a maya O0.Inthe
latter example, the rst update creates two possibditiesyithp false, the other
with p true anda forbidden. This means that the only strategy in this sttte is
state itself: neither possibility has a situation thatlssatsof the other. Therefore
the update with thahas to be absolutely quandary free in that state. Thatlenot t
case, so the update yields absurdity.

Let me move on to disjunction. On the basis of the above idasithe free
choice permission problem is immediately resolved. Toiseebserve rst that
when is a strategy in, it will also be a strategy in may , for any and .
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(This is so provided that the mentioned update does nobldaeldbsurd state. In
that case all sentences are trivially accepted, includiagsentences, so then the
free choice inference would also be validg # possibilityin  may , then there
will always be a possibiljtin  such thats 5. That is, eithef i is already
present in, orj has been introduced by the update as an extension of difyassibi
in .

Now, according to the de nition, if we know that ( ) is non-absurd, then

there must be a strategyin  such that ( ) is quandary free. This can
only be the case when both  and are quandary free. Given that, as has
been pointed out above, is also a strategy in may( ), we know that in

the latter statanay andmay can both be non-absurdly updated with. Finally,
taking into consideration that non-absordyupdates preserve all the possibilities
that occur in the input state, we conclude that bl andmay are accepted in

may( ).

FAacT 4.3. The following inferences are valid.

may( )  may
may( )  may

In the literature on permission sentences it has beenedbigevthere is also
a ‘wide scope disjunction problem': the inference from) (b919-b) seems to be
valid as well (Zimmermann, 2000; Geurts, 2003).

(29) a. You may take a cookie or you may take an apple.
b. You may take a cookie.

How should this be understood. | contend that it is not byiragdhat the disjunc-
tion here scopes over two deontic modal statements. Frafmtieede nition of
‘may’ it is already clear that it functions not as a modahstat, but as a characteri-
zation of a certain type of update. So in faatjs closer to moodmarker than to a
modal operator. This can also be observed from severatethefr may' in English.

(20) May he live long.

(21) Be that as it may, ...

(22) If it may happen that . ..

Mood, as | have tried to argue before, is not an operatorsemeace. It is not at
all uncommon for one mood to be expressed twice in a seatena@mbination
with a modal expression that does the same as what the nresslesxp

(23) If it might at all be possible that . ..

(24)  You may perhaps remember that, if I'm correct, we ingtdasit the sum-
mer school.
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The second disjunction problem shows that ‘may' can besusedoamd marker,
instead of as a modal operator. We should therefore ngutatbeswplain its scope
relative to the logical or semantic operators, but treatitway comparable to,
e.g., the past tense in English. That is to say, English-sabkedo sequence-of-
tense' language, and (19-a) can be similarly understoddstarece of ‘sequence-of-
mood'. The speaker is indicating in every clause that ted@adimperatives stand
in the permissive mood, i.e., that the new possibilitiestdepiacéhe old ones,
but they are to baddedo those old ones. Consequently, | do not consider (19-a)
to be a logical, or semantic probfefhe logical form of wide and narrow scope
permission sentences is the same. This is not to say thatr¢herany interesting
iIssues that the example raises, concerning the expfessmohia English, but it is
not an issue for the "'semantics of modality', strictlyisgeak

4.5 From schedule to plan, from information to belief

In standard deontic logfdt is a theorem that whatever is not forbidden is permit-
ted. This theorem has been contested by many authors. Asgiain(Y296) puts

it, it is not a matter ofogicthat this rule should hold in a norm system. Instead, it
is ameta-rulestating a closure condition on such a norm system. So ydegal s
will sometimes contain the principldlum crimen sine Igtp® fault without a law”.
This means that whatever is not forbidden by the legal syshemebyermitted

in it. If the authority wishes some action were forbiddehpitld have made this
explicit. As von Wright points out, it is not unthinkablet tha would have a dif-
ferent meta-rule. For instance, it could also be stataslithggver is not permitted

is thereby forbidden, or that in case something is not ddwetiee law the person
shouldaskpermission rst.

In the semantics developed here, a duality between peramsobligation is
not logically entailed. Some things will be forbiddenthe.imperatives that are
evaluated as ‘dont’. Some other things will be permittiely the imperatives that
are on at least one schedule evaluated as ‘do' (on theiasghatpphe actual world
is as represented in the situation with which the schegaleed). Note that such
possibilities cannot be overruled by an imperative thattsaovith it. In this sense
permissions argghts(see below). But due to the partiality in the schedules there
may be things left ‘open' by the state. So what is their ataduie what extent is it
a matter of semantics to decide this?

Given that an agent is in a state where he or she knows tretewiia¢ situa-

9Though note that, if we were to introduce disjunction betweelal sentences, we would most
likely getthat (may a may bwould lead to the expansion afith both the possibilities obtained
by either permission. So, here too, the free choice woutdhea consequence.
105ee (von Wright, 1951a; Hilpinen and Fgllesdal, 1981).dridbic obligation is a universal
modal operator and permission is its dual. Its axiom systerD i whereK is the axiom that if
is obligatory, and so is then is obligatory as well (modal modus ponéhs.the axiom
that whatever is obligatory is permitted.
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tion may be, there is a possibility to choose a schediilen, supposing that the
agent decides to adopt this schedule, there may still béimgsehe or she might
decide to do, provided they are not incompatible with thHehtions existing in

. S0, when choosing a schedule to actually perform, irpfeiattiextensions of

are possible. Those considerations about the possipedhilo are expressed in
English with modality. With a modal auxiliary such as ‘mightan express the
possibilities that remain when we have to make a plan orsithefoaur state. The
use of ‘will' indicates that all possible plans inevitdbbpntain some action. It is
in the meaning of these modal auxiliaries that von Wrigists'e conditions are in-
tegrated into the formalism. If, given my possibilitiesrurwhsideration, | say that
I might go home, this implies that this option is left operhbge possibilities. If |
would say that | will go home, then not going home is not aaropti

What | want to propose, furthermore, is that in fact a sisnéar on declaratives
must be adopted. On the basis of the information we havenweag certain
beliefs, expectations, and so forth, to the extent thatar®@sompatible with this
information. So we can also consider situations largeghéanes that are in our
states. In fact, when we assume that the agent only casig@etsituations, i.e.,
worlds, then the evaluation of declaratives in such acstete down to checking
whether its truth conditions are secured in it. For eaciviptyse/e can then only
say whether the truth conditions of some declarativeceatermet in it.

Given a state, we can give ifgotential expansiasthe set of complete possibili-
ties it leaves open. These are the possibilities that eragterthe considerations of
the agent forming plans or beliefs on the basis of the ititorraad commitments
gathered in . In practice not all of these possibilities may be seraunsiglered,
possibly because of expectations that operate in th@badKgf. Veltman, 1996).

DEFINITION 4.12. A situationsis a complete valuation iff for pll
, either p TRUE or p FALSE is ins Similarly, a scheduleis a
complete valuation iff for all , either a DO or a DON'T isin

Given a quandary free statets potential expansien , wherd
iff j ,suchthag gand ; j are both complete valuations.

Using this notion we can de ne the meaning of the modal openaightand
will. They function agest®n the cognitive state. If the test succeeds, then nothing
changes, but if the test fails then the absurd state isde{\aitman, 1996). | do
not mean to suggest that this re ects a fundamental dtimctnatural language
between ‘'may' and ‘might' or "will', the one functioning ap@ate and the other
ones as tests. What | intend to do is keep apart the funciimminooiucinga pos-
sibility, i.e.,makingsomething possible, and the function of testing whethet or n
something is still possible as far as the information amditooemts go.
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DEFINITION 4.13. |If L., thenmight L,, andwill Lo.
The update with a sentencd_inis de ned as follows.
might if ( ) O
0 otherwise
will if )

0 otherwise

FACT 4.4. If contains only declaratives and is a tautology of propositio
logic, then will

4.6 Concluding remarks

In this chapter | have proposed that we distinguish impezratnd declaratives in
the following respect. Declarative sentences provideatiém, that may be over-
ridden by stronger, more speci ¢ information. Acceptipgiative sentences means
committing yourself to some action. The possibilitiecatiby the acceptance of
imperatives may not be overridden. It has been shown tHedrttevork of up-
date semantics can be used to attribute a uniform mearengetatisll connectives.
Seemingly, the differences between declaratives aratiu@pén relation to those
connectives and to modal auxiliaries can be accounteddon#of their basic
update function, rather than by having different inteapogt mechanisms for the
complex sentences. This way, the Ross paradox and relakesl gre naturally re-
solved.

On the basis of states representing information and coemntstnve develop
beliefs and plans. This means that we expand the passibidier consideration
in the states to their possible, complete extensions.higidteép we move beyond
the process of acquiring information and commitmentsatsekconsider the way
the agent camseits output in other cognitive activities. | have argueditthait
here that we must locate the ‘meta-rules' von Wright éddassdeontic logic and,
furthermore, we should treat the relationship betweamation and belief in a
similar fashion. I have assumed, for the sake of simhlatitizese extensions consist
of all and only complete valuations. Further researclawglith say what would be
a more reasonable analysis of this process.

The limitations of the semantics presented here are bledanguage does not
allow us to express that an imperative has been ful llé@tar has not, nor have
tense and imperative subjects been taken into accounexXt bkapter builds on the
present one, by introducing a richer language and ontioédgyilt help to account
for the phenomena observed earlier.
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In the various attempts at giving a semantics for impsrpéople have taken re-
course to propositions, events or comparable entitiedemt@mbe able to express
the semantic relations between imperatives and dezdavaticording to such theo-
ries the ful llment of an imperative is de nable in term#efttuth of one or more
declaratives, because the rst commands either the tihih sfcond or (the oc-
currence of) the event that the second assert. This maaesthatics treats the
relationship between the moodsy#actidn the rst chapter | have argued that
this is not the right approach, because it does not allowxgam the difference in
‘content structure' (Belnap, 1990) between sentenceseandifferent moods. That
argument was further supported by the discussions o§yaaparties of in nitives,
hortatives and imperatives in the second and third cHegrigued that the differ-
ence between imperative and declarative senteqrespexstival nature and that
the connection between the two must be sought in the cegeiiity of “learning
by imitation'. Imperatives direct an addressee to penfoattian and the agent is
not internal to the concept of action. Furthermore, theraialways understood
as a capacity at a certain point in time, hence the pemsmecetions is never
as something completed or past of the reference timeabexkentences describe
events and when such an event is the performance of arhacigertt is a necessary
part of it. In order for it to be described we have to take gegtike on the event as
complete or ongoing. So there is a concrete content diéféretwveen imperatives
and declaratives concerning the agent and the tempqratpeesaken.

In this last chapter | will present a formal proposal foransiesiof imperatives in
which their connection with declaratives is mediated bythiegy. It will be shown
that this presents us with a more natural analysis of, awihegs, the imperative
subject and the temporal interpretation of imperativest #pm this semantics of
simple imperatives, | will also make good on the sugg@stidasn the course of
the third chapter, in which it was argued that imperativersms can be seman-
tically complex: past tense, irrealis, third person. Alemtse part of the chapter
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is devoted to the introduction of a semantic interpretafioense, modality, and
hortative let', which allows us to explain the meaningsd tomplex imperatives.
Furthermore, | discuss the phenomenon of ‘mixed moocwddpsnperative' sen-
tences, where an imperative and a declarative clausedarateddy means of ‘and'
or ‘or'. As a nal point, | discuss one issue that | haveegigedtin the entire thesis,
namely the aspectual interpretation of imperatived.bevelhown that there we nd
still more problems that warrant a semantic study of inyesrat their own right.

5.1 An ontology of actions and events

The complement of deontic modality

The idea that for a suf ciently general representatiom&dnmag we need (simple
or complex) terms representing actimoperbesides propositions describing the
performanad those actions, was already expressed by von Wrigh) (@5 hés
introduction of "Deontic Logic'. The deontic modal opesatObligatory' and "Per-
mitted' scoped over actions such as theft', ‘murdemaking'. As a consequence,
the person(s) who is (are) the subject to which the deatgiments applied had to
be decided contextually. That theft is forbidden meanaméiathose living under
the moral code in question, are not permitted to steal.

As Geach (1981) points out, for unclear reasons this idegdreboomplement
of deontic operators was altered in subsequent work irdlod deontic logic and,
to Geach's reasoned opinion, this was not for the betiee lmith the standard in-
tensional semantics of modal operators (Kripke, 196@jahssis of deontic judge-
ments was revised to the form of an intensional operatarepositional content.
In effect, the statement that theft is forbidden becametgéted as stating that “it
is forbidden that it so happens that you steal'. One of thagmal objections against
this development Geach mentions is that it incorrectlicfgeéntences such as the
following two to be logically equivalent.

(1) a. John ought to beat up Tom.
b. Tom ought to be beaten up by John.

Under the interpretation of ‘ought' as a propositionahtipeboth sentences would
be translated as “ought(John beats up Tom)'. Geach clairttsetk is no incon-
sistency in asserting one of them and denying the others Plidhaps a bit too
strongly put, but certainly the sentences do not mean tkee FBaen rst sentence
attributes an obligation to John to perform the action dinigeap Tom, whereas
the second sentence expresses that Tom deserves to uedngg @ap by John. If
John complies with the obligation then Tom will get what $erdes, but that is not
to say that the sentences mean the same. Preciselylibtgoatof what the person
is obliged to do or deserves to undergo is what cannot lesedpnethe language
of propositional deontic logic.

Geach proposes to reinstate von Wright's original anélgsight' by formalizing
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it as an operator over predicabl&sus, given a predicate “beat up Tom' we can
form the predicate "ought to beat up Tom' and predicateftlzha. This idea,
merely sketched by Geach, has led to a number of more getgiteshls by several
deontic logicians. Lokhorst (1999) attempts a direct lieatian of Geach's idea
by implementing it in modal logic with lambda abstractiothik logic ‘ought' is
interpreted as an intensional abstraction operator, atdiort every x; XA
alsoOx XA is an expression of the language. The evaluation of thi®ojzer
done by means of the reduction

Ox XA def. X X,OA

Here,O is a standard propositional modal operator that can bedde tern by
OA 4 (A V), with the alethic modal operator avdthe propositional
constant "All hell breaks loose' (cf. Anderson, 1958)gftakhorst now claims
that Ox(Bjx)t and Ox(Bxt)] are not logically equivalent, it is easy to see that in fact
they are. Both sentences say that ‘necessarily, if Johot th@as up Tom, all hell
breaks loose'.

Other authors have proposed indexing the deontic modatarpgiHilpinen,
1969; Thomason, 1981). A deontic sentence then readbligatary for John that
John beats up Tom'. Horty and Belnap (1995) instead inder awbdalities and
let a deontic operator scope over such action modal seniése sentences then
say that It is obligatory that John sees to it that Johrupeldsn'. In both ways the
equivalence described above no longer holds. What iopfigaone person need
not be obligatory for another, and if it is obligatory thiah &®es to it that some
proposition is true then it need not be obligatory that Tes teethe same thing.

However, on both approaches extra constraints are needpthio why with
deontic modal sentences you cannot express that someornabdhigation that con-
cerns the actions of other persons, or why not everythirygpthean see to can be
expressed as being obligatory with deontic modal semAegee®ents against iden-
tifying doing with making a proposition true have beengedvin 1.2. The fact
that deontic statements concern actions is not circuh\mntalk of obligations-
for-someone, nor by talk of someone-making-true some@magption would be
to combine the ideas of Lokhorst and Hilpinen, by indexitigation under ab-
straction. Then we would get sentences of the f@PXx). Again, there is no
theory internal motivation for why the obligation variabléd not be bound by a
different abstractor than the one binding the argumeng pirédicate. In this chap-
ter | will provide such a motivation, by letting deontic rhodaratorg£onnedhe
subject to the verb phrase. The latter will not be somel@hgself needs an indi-
vidual argument, but it is semantically interpnetiedive tthe subject of the deontic
modal sentence as a potentiality. More precise, deondtstaddments present the

10ther authors have proposed comparable analyses. SaarioejrSchmerling (1983) treats
modal auxiliary verbs in English as ( nite clause) sutgastdrmers and Butler (2002) interprets
root modals as verb phrase operators in a minimalist frkmewo
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obligation from the rst person point of view. For the sakengilicity | will equate
this point of view with the notion of action, though | wilbaday something about
undergoing as a ‘passive' analogue of action.

Actions and events

Adding a distinction between actions and events will almsystematically explain
the “future orientation' and subject properties of impesaas well as some related
clauses such as hortatives and in nitives. There are wetsaspthe distinction:
a temporal one and an agentive one. The temporal side tatthetidn is the
“future orientation’ of the action perspective and thieoipastation’ of the event
perspective. All occurred events taken together make hiptting of the world,
an action is a way of continuing that world into the futureusimg declarative
sentences the speaker has to take up a perspective, sghedirfrom which the
event predicated is seen@snpleter ongoing

Declarative sentences may be used to talk about the fututleeybcan only
be used talescribthe world at some time insofar as that world is assumed to be
completed up to that time. To some extent we can think of tines fas a decided
matter of fact. In those cases a simple present tense is Eisglish (Steedman,
2000).

(2) | yto London tomorrow.

Other circumstances in which we use simple present dexlseatences to talk
about the future is in making bets.

(3) The coin comes up heads.

These sentences can perhaps be said to have a truth \va@td@&glep one's position
regarding (ant)actualism (Burgess, 1980), but they ateswoiptions of the world.
They do not have an information content that can be accegptkd addressee. In
terms of the discussion in the previous chapter we coubdisthete sentences do
not have any preconditions for appropriate usage. If tlespants to speak about
some event that is expected to occur in the future, thowghat certain that this
will be the case, a modal auxiliary such as "will' is ngcessasider this use of
modality an indication of shiftin temporal perspective to some imagined future
time from where we can see the event as a realized part afdhbEwilbmake an
idealization and say that imperative sentences can lwe psacldely those times for
which declarative sentences cannot be used. Imper#étineesecan only be used to
give instructions for actions at some point in time to tlemeettiat the world has
not already been completed up to and including that time.

The agentive aspect to the distinction is intended to adoouhe range of
constructions, including imperatives, control in ngieed subjectless gerunds, in
which the subject is simply absent and the agent of the iscterpreted as a
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conversational perspective from which the utterance enundetpreted. An overt
subject (agent identi er) functions as an operator setticiganging the conversa-
tional perspective for the utterance, not as a part of e eatnmanded with the
sentence. In contrast, declarative sentences—at Isastaberibing actions being
performed—require an explicit agent identi er.

In order to talk about events in formal semantics it is a comractice to intro-
duce a domain of event typee Parallel to this set | will assume a primitive set
of action typea. Besides these two, we will need a domaihobjectsl, a subset

of which consists of all agents. The events and actiomkedebly means of a
perspectival map

( )

This map is an injective function that gives us, for evergfpastion typea and
persorp, the event that we will understand as ‘the performaaty pf

Furthermore, we will need to assume a saftroles, including at least those of
agentndpatientor undergoeA functionroleassigns to some of the members of this
set, given an action or event, an object from the domain.

role: (( ) )

For instance, dis an event of Sasha hurting Dirk, the assignment vwol@eagent
Sasha antblde patient  Dirk. It need not be the case that all roles are assigned
for an event. For instance, the role of ‘theme' or "souarety([1991) may not be

de ned for the above event. Actions, too, have themasc Tbie action of hurting

Dirk has Dirk as patient.

The roles ohgentand patienthave special signi cance as will be clear from the
above discussion. They are not mere accidental profesbgscts in events, but
they are understoah the basis tie perspectival mapping. As a consequence, we
will assume a constraint on this assignment functiorotgatagent piff e

(a p) for somes, otherwise the value is unde ned. This means that the ameraf
is not de ned for any action.

DerFINITION 5.1. The following are all primitive sets:is a set of
actions, a set of events, a set of objects, and a set of persons.
The perspectival mags

H( )
Is a set of thematic roles, containing at &pesitThe function
role: (( ) )

states which objects play which role in the event or aetspectively.
The roleagents not assigned for actions, aold (a p) agent p.
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5.2 Agentivity and arguments

Declarative sentences will be interpreted in terms o eveperative sentences in
terms of actions. Because the agentasnato the action anthternalto the event,
we can use this distinction to account for the grammatieabptenon observed in
earlier chapters. Namely, that in imperative senteneed| as many other action-
constructions, reference to the agent is optional. Agwea before, this optionality
is not merely a matter of whether or not the subjpcbiuncedather the subject
is reallyabsentn both a syntactic and semantic sense. Still, the impesakiject
can really be said to be a subject, rather than a vocative.

Granted that the optional imperative subject is not a pamaofethe simple
imperative, but an operator over an atomic subjectlesatingethis has certain
consequences for the de nition of such atomic sentenpesative and declarative
sentences are built with the same verbs and argumentg atdntiic imperative
sentence "Hand me the knife' has only two arguments, vitherdaslarative "John
hands me the knife' has three. The former sentence isatgdr@s commanding an
action (handing the speaker the knife) to John, the lattes@asbing an event (John
handing the speaker the knife).

The language of actions and events

Using the ontology of actions and events, and the link petfve=vo, we can say
how imperatives are directives for action, whereastd@adaaee assertions about
events, without there being any element in the sentertaepthsents those events
or actions itself. In the simpli ed conception of synta¥ beiusing a basic sentence
consists of a verb and zero or more noun phrases. The naesphrathe most
elementary form they are names—denote objects in thethrdrb relates those
objects in a particular way. If the sentence is decldnatixer designates a particu-
lar con guration of the objects. If, on the other hand, theesee is imperative, the
verb designates a speci ¢ way in which the addressee agtothagbjects, i.e., to
con gure him- or herself with respect to the objects.

First the names. Let be a set of namasThey are interpreted as rigid designa-
tors by means of a functior [ . So [John] is the objedt that is
denoted by the name John.

Besides names we have verbs. They form ao$etymbols/, such thatv
andV are function symbotsThe rst will be the verb as used in an imperative
sentence (pointing to the action that the verb names)ctivelde the verb as used
in a declarative sentence (pointing to the event of somexforenmng the action).

If V is ak-ary function symbol anah Nk , thenVn, ng is a
sentence. These are the imperative and subjectlesgdmtiaitises, such as:

20f course not all verbs can be used in imperatives. So thiet@lsobe individual level verbs
that do not occur in imperatives. They are disregarded here.
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4) a. Walk.
b. HitBill.
c. Give Susan the phone.

Note that there are also nullary imperative verbs (elg), walhich case the sen-
tence consists of only a nullary function symbol. The etmanmark does not
have a semantic function other than to indicate the partigal/ the sentence is to
be analyzed, i.e., as imperative. It does not contributeatémn or operator, but it
indicates that the verb is interpreted as the fun¢tigmotV . We can think of it
as a special imperative morpheme, though not one that manticseontent of its
own.
The arguments of the verb assign to objects the roles thieytidaaction. This

role assignment is done by a functionf V is ak-ary function symbol, then

v ) K. For thisk-tuple it is required that (i) no two items are the samep(ii) n
item isagentTo give some examples:

- (Walk ) ;
- (Hit ) patient;
- (Give ) goaltheme

The atomic imperative sentence commands an action. Thatay, applying
the function denoted by the verb to the denotations of theswgimlds the action
denoted by the sentence. The function denoted by the Verh isk , With k
the arity of the verb. This means that:

Vo ([nd  Ind)

The possible meanings of verbs are constrainedrbojetiesignment function. As
follows: ifV ([n.] [nd) 4 then for alli, rolda (V );) will have to be
[ni]. For example, iHit Bill gives us, thenrolda patient must be [Bill]. I will
write [ny n¢J as a shorthand fon[] [nd]-

From here we move to declaratives. To each imperativpauirde declaratives
that predicate the action of some agent. Here are someesxagah.

(5) a. John walks.
b. Sally hits Bill.
c. Branford gives Susan the phone.

Put simplistically, these declaratives are the resudpokjmg a name to the imper-
ative sentence. So theymreVn, ne , though I will writes this with the verb
preceding all of the arguments, merely for ease of no&didn, ; Ny Nk

for declarative sentences. Again the punctuation sigat@sdihe way the verb is
interpreted.
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The declarative sentence is interpreted by means of tienf\inc The role as-

signment function for it will be(V ) agentry I« , such thatr, Ik
(V ). The rst, nominative argument represents the agent etéme. This is the

role that was absent in the imperative representationthidotais rule, in combi-
nation with the requirement on the role assignments thahttessign the same
role to more than one argument, also implies that impesatitences cannot have
an agent-argument.

The perspectival dualism adopted here leads us to thenfpllterpretation of
declaratives:

itV [m nd) athenV (Inc 1 nd) (@[ 1)
To summarize the proposal, here are the de nitions of aguod interpretation.

DEFINITION 5.2. Let be a set of names, and set of verbs. Then
for eachv Voo kK andv : k1 are the two
application functions of the verb. The languageonsists of all strings
of the formvn, ne! andvn, ne , forallVv such thav

is ak-place function, and for al Ne 1

On the basis of this language of atoms we will again introdasdghe language
of connectives, as well as some other operators, in theasaageitwas done in
the previous chapter. Sentences are used in order to cothenpedormance of
actions resp. to assert the occurrence of events. Themidnaegntences stand for
the objects playing certain roles in those actions ans. event

The actions and events denoted by the sentences musbrodrtespe role as-
signments in the ontology, and the declaratives musergghesevents that are the
performances of the actions under the perspectival megfoldéhe interpretation
of terms and sentences proceeds as follows.

DerINITION 5.3.  Names are interpreted by the rigid designatjon [

. As a shorthandnf neJ is written instead ofrf; ] [N

Roles are assigned by the functioli V is ak-place function, then

(V )isan array i different roles. Furthermore,v.) n, e »
then (V ) agent M .

The functions/ andV have to meet the following constraints:

ifV ([n ng) atheni(l i k rolda (V )) [n];
ifV ([ nd) athenV ([ne 1 m nd)  (@ln 1)

In the remainder it will often be convenient to waiteand e for the action
commanded by o and the event asserted by  respectively.
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Passive voice

One issue which is of importance but will not be discuss=ftheris the passive
voice. For both types of sentences there is a “passivEhabiise

(6) a. *Be walked.

b. Be hit.

c. Be given the phone.
(7) a. *Iswalked.

b. Billis hit.

C.

Susan is given the phone.

Verbs like ‘walk’, which do not have a direct object, do et dagassive form.
The passive voice requires that the rst argument is estrifi so to speak. To
some extent we could also get "The phone is given', butehadoohly insofar as
it is clear from the context to whom the phone is given. Teav@dsrms of action
sentences are concerned with things that might happen vahabyou experience,
undergo. The passive forms of event sentences desessbef stiajects that occur
in the process of (or as a result of) some event taking platt@se two types of
sentences we can introduce two types of entities: thingsrieone canndergo
u and things that camappemo someoné

To what extent are they really necessary as primitivegarabdoncepts? When-
ever it is true that Bill is hit, then there exists an evernoéane hitting Bill.
Consequently, we may think of the passive constructionasgea subevent of
the active one. However, in what sense is it an event, ypsyeking? It cannot
really be individuated, since a hitting event alwaysegdu objects: the one hit-
ting the other. If we decompose the hitting event we may gomighusomething
like the following: Sally swinging her arm, the arm movnoggh the air, the st
hitting Bill's nose, and Bill going to the ground. Amongssehsubevents there is
none of "Bill being hit'. It would not be natural to reanalyzditting relation into
two properties: one of someone hitting and one of somengénhei

In the passive sentencealstract awdyom the hitting agent, it is not part of
the way the scene is conceptualized. This is not in the samasthe agent is not
internal to the action: there it is due to the fact that wethiewction through the
eyes, being engaged in the action, whereas here it isdfdopitadization. It is not
that we do not perceive of the st hitting Bill, but we do noiceon ourselves with
the object hitting Bill, the interaction that took placee ©hly thing that concerns
the utterer of the passive sentence is the change-oilstatiuBes.

The issue is clearer for the things a person undergoesldinebmake any
sense to call the experience of "being hit' part of the athdting Bill. Actions
and ‘undergoings' constitute ta@mplementangt person perspectives on events.
The rst views it from the agent's side, the second from tiea{saside.



124 Actions in a semantics for imperatives

| propose the following passive perspective map.

-pass ( )

This function gives, for evemandd, the event of that object being the agent "be-
hind' the state. For examplehifs Bill being hit, then-pags [John]) is the event

of John hitting Bill. Consequently,af -pag$ d), thenrolde agent d. The

role of agent is not de ned for these "happenings'. Comgéha things a person
can undergo, they are related to happenings in the sameas@gyrasare related
to events: what the patient undergoes is the rst perspeqers on what happens
to the person viewed from an external point of view. Instéael @ne perspectival
map we then get two.

17 ( )
2 ( )

Here ; is just the same as the origindut it is mirrored by another such function
for passvives.

Now we can say what the passive sentences are. Synspeaddatly, the passive
voice gives us for every Wrthe verb phradge V-PPTo these passive verb phrases
correspond the functioh§,;andV,,. The latter are de ned in terms of the passive
perspectival map directly.

Vi  nd)  -pas¥pne nd) [nad)

The former are interpreted using the above interpretatictidn in combination
with . If Vpas@[nk 1N neJ) 2(U [ng 1]), thenV . m ng) h
That is, ifuis being hit andl is Bill, thenh ~ ,(u d) is the happening of Bill being
hit. This means that, is also required to be injective.

Declaratives can be either passive or active. Seeminglypassive—or at least,
patient—imperatives in this sense. Consider the follexamgples.

(8) Dont you be having no more heart attacks now, y'hear.
Be warned: those candy bars can kill you.

Undergo an operation.

Enjoy your meal.

Get lost.

®To oo

However, in all these cases the event is either undersbzoditfully and freely
undergone or otherwise treadsdf the addressee has some control over it. The rst
would be used ironically to downplay the role of being ttimyvibe second is a
common way of stressing the importance of making suredlzsaidressee take the
mentioned risk seriously, the third uses a patient verlamwinty be interpreted

as instructing the addressee to take steps leading toargourglof an operation.
Also the fourth is interpreted as something the addresgserha) control over. It
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is not optative, we cannot sensibly add the adverb "hgpefiillBut we can say
"Dont let anyone spoil your dinner; you just enjoy your noeal The fth and last
example is a ‘get'-passive. They are used to talk abost laeitiyy undertaken by
the subject, resulting in the state expressed by thepfe(iiei, being lost). In many
cases they are even impossible with a "by' phrase intlieadiggnt and when a “by
phraséspossible, the "get’-passive cannot be used in an imperative

(9) a. ?lgotthe car xed by the mechanic.
b. ?Get left out of the team (by your coach).

The difference between imperatives with patient verbssivepaonstructions and
those in nitives as mentioned above is clear: As reat patiephrases imperatives
do not make sense.

(10) a. 7?Be told what to do.
b. ?Be criticized by your driving instructor.

Henceforth | will assume that, though imperatives are oesserily grammatically
active, they are always interpreted as commanding axttamsjergoings.

Concluding points

With the help of the distinctions that has now been madevexglain the mean-
ings of imperatives and the way imperatives and dedaaegiv®nnected without
having to adopt any form of reductionism whatsoever. Oratie df this analysis
the imperative and hortative subjects can be interprefeerasors rather than argu-
ments. Though | will not be concerned with propositioniéidés, one might hope
that in the same manner it could be explained how the fadlesyis Lakoff (1972)
points out, not a contradiction.

(11) | wanted to be president, but | didnt want myself to esigent.

As | have said, the passive voice and matters of aspeotkagoald scope here.
That is not to say that their analysis is clear at preserd.iSamas and problems
concerning aspect in imperatives are mentioned towaetsl thisthe chapter.

5.3 Update semantics revisited

In the previous chapter an update system was introducesirfgglé language of
declaratives and imperatives. In order to deal with théeoimes of tense, modality
and person shifts we need to make not only the languagesabtiteastates more
complex. In the following, states will no longer be setssibpities alone, but they
will be quadruples consisting of a set of possibilitigeees(baly the situations and
schedules are more complex), as well as an event timéifae}iand reference time
in the sense of Reichenbach (1947) and an individual whsee{sthe perspective
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from which the sentence is interpreted. But let me rstiexpheat the possibilities
will be like.

Durations

Event tokens and action tokens have durations. A situiaesrug partial informa-
tion about which events took place when. Schedules givealis@astraints on our
actions by demanding that some action be performed dumegpsoiod of time.
In both cases we are dealing with periods of time. | will melyagather minimal
de nition of such durations of time, since no more is needéukf exposition of the
framework developed hereafter. | will assume that tintestsruicture that satis es
the "basic postulates' of van Benthem (1991). We haveusioimarder which

Is transitive, re exive, and anti-symmetrical. Furthermdien overlap is de ned as
XV w 2z X&z yandunderlap'asy 4 z(x z&Yy 2),thenwe
also assume that these have a greatest upper bound anghpdebstind.

CONJ X WX VY Zz xX&z y& u(u x&u y) u 2)
DISI] X WX VY Zz X&z y& ul(u x&u y) u 2)

The latter axiom is in fact not part of the basic postulatasgh it will be useful
to assume it, as will be explained below. Apart from imclusibave a relation of
precedence that satis es the axioms of transitivity and irre exitythermore,
the two orders are connected via two monotonicity priaciple

LEFT MON X Y(X Yy 2z x z Y)
RIGHT MON X Y(X Yy 2z y X 2)

Using the disjunction and conjunction axioms we can de nea telation and
an intersection relationon times, such that yis the greatest lower bouncaid
yandx yis the least upper bound>océndy. For the union operation we need an
additional axiom to ensure that union behaves well in ¢mmedh precedence.

DISIMON X Y(X Yy zZz y (x'y 2)
xyy x 2y z y (x 2)

The reason for including greatest lower bounds is thatnsalk to de ne the two
operation$(X) andP(x), i.e., the future and pastxfrespectively. They are de ned
via the following axioms.

FUT X VYyX Yy Yy F(X)
PAST X VX Yy X P(y)

F(x) is the greatest lower bound of all times followiRgx) is its precedence coun-
terpart. Since the precedence relation is irre exiveréisent' is itself not included
in its past or future. Let me summarize the temporal ontelibigythe following
de nition.
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DEFINITION 5.4. Let be a set of times, or durationsOn this set
there are two relations:

is a relation of inclusion satisfying transitivity, reigxianti-
symmetry, and the axioms of conjunction and disjunction;

is a relation of precedence satisfying transitivity arekiuity.

The two relations also satisfy the axioms of left and rigittomicity
and of disjunction monotonicity. The two operatoendP satisfy the
axiomgruT andPAST.

The weak order is de ned as:

iff or

Situations and schedules

A situation is, as before, a partial valuation. Only nowalbieds entities are not
propositions, but event-duration pairs. Schedules aveethtbr agents. That is to
say, a schedule assigns to each agent a partial valuation-diigation pairs. Im-
portantly, we need to recast the de nition of consisteracgitafation or schedule in
view of the temporal ontology. An event cannot take plaeg/bene during

if in the same situation it does not take place in the sama trger period. Vice
versa, an event cannot be evaluated false during an pérad evaluated true
at some period contained in it. The same monotony constnaiiat for consistent
schedules.

DEFINITION 5.5. Asituatiorsisasubsetof( ) TRUE,FALSE.
A schedule is a function (( ) DO,DON'T ). isthe
set of all situations andis the set of all schedules.

A situation iconsisteiff it meets the following constraints.

(e ) TRUE s& (e ) FALSE s
(e ) FALSE s& (e ) TRUE s

A schedule is consistent iff it meets the constraints that, for all ,

(@ )po (D& (@ ) DoN'T (P
(@ ) boN'T (D& (@ )oo  (p
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DEFINITION 5.6. A situation is -completdéf eand ,(e )is
either true or false mA schedule is complete iff aand (@ )
is either to be done or not to be done (p).

sresp. iscompletiéf itis -complete for all.

Extending the terminology, | will also refer to the objéptss schedules.

Note that, importantly, positivéact (e ) TRUE means thasomewhedering
the period the event takes place, whereagadivéact (e ) FALSE means that
nowhereluring does the event take place. This means that the monotosicity r
guirements for the positive and negative cases are opposasge of a positive fact
that e happens somewhere inwe will also have that it takes place somewhere in

. On the other hand, the nonoccurrence of an evdnting will mean
that the event also does not occur at any . The same can be said about ac-
tions in schedules. The duration can be seen as givgrgehdighinddeadlinef
the required action. For a positive commitment the duregfmesents the period
in which the action must be performed. For a negative commithee duration
is the period during which the agent has to refrain fromrpenfpthe action. No
assumption is made with respect to the compatibility ofvémgseor actions. As
far as the framework goes, any valuation of events and scpiossible that meets
the monotonicity constraints. A more restrictive demigbsituations and sched-
ules should result from adding world knowledge, inertiyataking the internal
temporal constitution of events and actions into account.

In line with the previous discussion, two symmetric tetgurstraints will be
imposed on the update with declarative and imperativesc|Beslarative sentences
require a temporal perspective such that the event carsiie@hto have been
completed or to be ongoing. Imperative sentences reqairgaral perspective
such that the action can be considered as future or ongdmijtedly, this is a
somewhat idealized picture of the relationship betweemaththough | believe it
serves as a fruitful explanation of the way the two typédisie$ gactions and events,
function in a complementary manner in natural language Wehell need in order
to express these constraints is presented next.

DEFINITION 5.7. Situations and schedules can be restricted as follows.
The situationsup to is (8 ) and the situatiosfrom onis ( 9.
Similarly, the scheduleup to is () and the schedulefrom onis

)

(s) (e )B s
(9 (e )B s
() p @)C (P
() p @)C

Here,B TRUE,FALSE andC DO,DON'T .
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If s (s ) we say thasis -restrictedf () we say that is
-restricted

Note that the notion of a-restriction is opposite for situations and schedules.
The following will provide a useful terminology.

DEFINITION 5.8. A commitmentd ) is calledore- iff and
post- iff . Furthermore,q ) is apositiveeommitment in (p)
iff (& ) Do (p), and & ) is anegativeommitment in (p) iff

(@ ) DON'T (p)-

The relation between actions and events can now be usdditotbgpelation-
ship between schedules and situations. Recall from ttleapsér that, in order to
give a semantics for imperatives, McGinn (1977) introdlbeedtion of thdul Il-
mentof an imperative, de ned in terms of truth. Here, we can wiifil Iment as
the circumstance that some person acted on an existingroemtnm a schedule,
so that its performance is now an event in a situation.

DEFINITION 5.9. The concept of a commitment beifuglled in a
situation is de ned as follows:

a positive commitmena( ) is ful lled bypinsiff ( (ap) ) TRUE §
a negative commitmerg () is ful lled bypinsiff ( (ap) ) FALSE s

A schedule(p) isfollowedn siff all positive and negative commitments
in (p) are ful lled bypin s A schedule is followed irsiff it is followed
by everyp

Ful llment is not a de ning concept for the meaning of imfpeea, but a concept
by means of which we can relate imperatives to declavtieesthe imperative
directingpto performaduring has been ful lled, the declarative stating tteip)
occurs during will be true.

We can use the concept of ful llment to express that a selsskdcutabla a
situation or that it is not. By this | mean that the situateom lee extended so that
the schedule is completely followed.

DEFINITION 5.10. A schedule(p) isexecutabla siff for some con-
sistens s (p)is followed irs. A schedule is executable Biff it is
executable for evary

A schedule is executable if the situation describingdtsi@xas a consistent
expansion of the situation in which it is to be executedattige an agent is more
constrained than this. Such constraints should be mad# gestontology. As |
mentioned above, more restrictions on the possibilityuafiens could be pro-
posed. The perspectival map makes that those restrictidchauwtomatically result
in restrictions on executable schedules. Natural ressriebuld be the requirement
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that objects are continuous in space and time and limgtatiotime skills and abili-
ties of personsin some cases we want to say that only the future orientefl part
schedule is executable. In that case we simply refef &s (oeing executable in the
situation.

Finally, another notion that we will need is that of an expan$ a situation
or schedule. Those are as before, with the exception thawviawe to take the
index of the schedules into account. Schedules can besdxpamat action for a
speci ¢ person. Nothing is deleted from schedules. It \peuhdps be natural to
remove commitments from the schedules once they haver loeerdgxly have not
been) ful lled, but this would not be practical when we neeeéal with past tense
imperatives.

DerNITION 5.11. The positive and negative expansions of schedules
are de ned in the following manner.

s (e) S (e ) TRUE

s (e) s (e ) FALSE
P (@) (M (a)Dpo
P (@) (M (a ) DON'T

The (positive or negative) expansionsath an action fop are written
p(@ )and ,(a ). The results of these operations are such that
forallg pthe schedule remains the same.

Possibilities

Possibilities are no different from what they were in thiepsechapter. They are
pairs of a situation and a schedule.

DEFINITION 5.12. A cognitive stateis a set of possibilitiess (). The

set of all possibilities  is called and the set of all possible cognitive
states (1) is called . The minimal statets () and the absurd
state i9

Lastly, we need to restate the de nition of quandary freefdastate. This, too,
is the same as in the previous chapter.

DEFINITION 5.13. A possibilityg ) is a quandary iff for sompge (p)
is not executable Ml is the set of all non-quandary possibilitiés.
calledquandary fraéf no possibility in is a quandary.

In the previous chapter quandaries were de ned in ternesadrbistency of sit-
uations and schedules. Here it is done in terms of exetyutddie that this implies

3For a clear formalization of these notions, cf., e.g., HodtBelnap (1995), van Eijck (2000).
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consistency: an inconsistent schedule cannot be ful Hasbnsistent situation, and
if the situation after ful lling in sis consistent, thesitself must also be consistent.
An advantage of the present formulation is that it allowsaasltworld knowledge
to the model by imposing constraints on situations onlyhanelty in uence what
Is executable (and hence what are quandaries).

Contexts

We have said what states are, but in order to deal wehiftiegfunction of tense,
modality, and person we need to put more information in ttatefunction. In-
stead of de ning updates on states, | will be wntexts, evhich are quadruples
consisting of a state , but also of amrvent time , anindividual perspec-
tive p , and a reference time . Clearly these are not all the contextual
parameters we would ever need in interpreting naturahdgndtis for that reason
that several authors have argued for a distinction bewvderandindex(Lewis,
1980). Indices are tuples of contextual parameters tmaafooherent set some-
how. Contexts are generally much richer in parameters tafiudlynexhausted by
the indice$.Here | con ate the two notions and only speak of contextsnaalla s
set of parameters. These are all the parameters that aétedeysthe sentential
operators that are discussed here (so they are what Légvisalgudices). Some
non-shiftable parameters will be used to represent dargnce. They are a tem-
poral entitynow for the speech time, a persoa for the person whose
cognitive state we are modelling, and adsktssee for the addressees.

DEFINITION 5.14. Acontextisaquadruple p ,with :
, andp . The set of all such context€is

If cis a contexty, &, G andg are the projections of its members, If
is the absurd state, thers called absurd. ¢fis a context, theq0) is

Oleau.
In what follows cwill abbreviate ¢.

The notions of event/action timand reference timeare adopted from studies
of aspect, starting with Reichenbach (1947). Howevel, novibe dealing with
aspect here at all. The distinction between event timefarghoe time is normally
made in order to deal with matters of grammatical aspecevéhetime is the
time of which the event is predicated and for which the astcammanded. The
reference time has a different function, that has beeduc#a above. Namely, it
expresses the temporal point of view from which we intigraterance. Its future
is that part of the time line we view as that for which we neealkt® plans, its past
(and present) as that part about which we may have infern&iaefault this
reference time is the speech time, though it can be shifiedasiality. By default
the event time is the reference time, though it can be shifiteteénse.

4See also chapter two for a more detailed exposition.
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The other perspectival parameter is the indivoihabugh whose eyes we view
the situation. This parameter only plays a role when weotallafrst person per-
spective, as in control in nitives, subjectless gerurdisnperatives. In some sen-
tence types the default perspective is the speaker. &urarstdeclaratives and
certain expressives.

(12) a. Hmmekkergeslapen.
Hmm nice sleep-PP

"Hmm, | slept well.'

b. Lekkemeslaperzeg!

Nice sleep-PRay

"Oh my, | slept well.'

However, in the constructions we are dealing with in ttpsectibe defaulne This
is the person whose state we are modelling, i.e., theetgerdfhen it is shifted,
the value of this parameter functions as the perspecativeMiadn we think about
‘what it meanfor Xto do this/experience that/. ..’

Updates

After having de ned what the language and the state spabe &ast element we
need is the update function for every element of the laniaageally, declarative
sentences are interpreted as providing information aabythestricting the set of
possibilities by constraining the worlds. Acceptance@fatives leads to an expan-
sion of possibilities by expanding the schedules.

DEFINITION 5.15. Letc p be a context and an atomic
sentence. The positive update ofith isd ] p
and the negative updatecafith isd ] p .The rst
arguments of the output contexts are de ned as followanidgry free,
vVn s (&) ) I ) &
s (e/n )Iis -restricted & consistent
Vn (S (a/n ) ) I (S ) &
s (e )Iis -restricted & consistent
vl s @n) I ) &
(a/n )is -restricted
vl s @n) I ) &

(ayn ) Iis -restricted

Otherwise, the outcomeds

SPerspective shifts in declaratives could be useful indgeoBevidentiality. Here the default
perspective from which the information is said to origisdie speaker (strong, direct perception
evidence). Indirect evidence is given when the speakptspites assertion from the perspective of
someone other than him- or herself.
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The global requirement in this de nition has two rolest, Kirmakes all updates
absurd that do not sustain quandary freedom, as in theugrelimpter. Secondly,
it makes all those outcomes absurd that do not meet theandradtr-restriction.
Acquiring information means a reduction of the possbilithder consideration:
only those possibilities are retained in which the histtay®ntains an event token
at the event time of the event type predicated. Undertakmgitments means that
the schedules in each possibility are expandedftan action token of the action
type commanded.

These de nitions lead directly to the past (completioahtaiion of declaratives
and future (undecided) orientation of imperatives. In basles this is due to the
role of the reference time as a time-internal perspective world: we can only
consider the history of this time as the realized portidreoiaorld, and we can
only schedule actions for the future of this time. The fadearis implemented by
requiring that the update with a declarative does not cthengate with respect to
the future of . The latter idea is implemented by requiring that the erparfsa
state with an imperative does not alter anything aboutghefpaThis means that
the schedule is only expanded insofar as its pastis concerned. Effectively, then,
if a declarative update does not lead to absurdity , whereas if an imperative
update does not lead to absurdity . Because for imperativ@s me i.e.,
the individual perspective is the interpreter, the updtteaw imperative yields
a restriction on schedules by constraining the posshilitthis person. That fact
accounts for the (default) interpretation of imperatsesiag directed at the hearer.

We can then reintroduce the sentential connectives tleaaleady discussed
in the previous chapter. They are de ned as operations textspnather than on
states. In the following de nition | rstintroduce the laage and give the additional
update clauses for those connectives.

DEFINITION 5.16. Let ; be the smallest set containing all atomic

sentences ing, such that: (i) if 1, then 1, and (ii) if
o, then 1. The positive update][ and the
negative update][ of cfor all 1 are de ned below. If quandary
free,
d 1 d ]
d 1 d ]
qd ] dl)h Alheaa
d 1] d 1)1
d 1 d 1)1
d 1 lh Alheaa

Otherwise the outcomed®).

Negation switches from positive update to negative updatéeca versa. Con-
junction is sequential composition. Disjunction meamsgtaite outcomes of both
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updates and unifying the possibilities either update gae@ Under negation, dis-
junction and conjunction clauses are reversed. In theysrehapter it was shown
that this leads to the correct analysis of disjunctiveativest as well as disjunctive
permissions. With disjunction only the rst parametgeis changed. The remaining
parameters are always left unaltered.

Lastly, validity is de ned in the same way as in the preWiapgeg as set inclu-
sion.

DEFINITION 5.17. Asentenceis acceptedinconteitfc (d ] );.
Atext ; n supports a conclusionff for allc, d 1] [ W]
. The statement that this is so is written;as n

Overview

Let me summarize the framework laid out above. At the chis ohtology there
is a contrast between actions and events, intrinsicalctamhby means of a per-
spectival map. This dualism is mirrored by the distinceomden situations and
schedules, a distinction that can be described as havimgpeateand an agentive
side. On the temporal side, the central role is for thenegdime. Situations pro-
vide partial information about how the world has beene@alitil the reference
time. Schedules list positive and negative commitmeeésfoagent regarding how
to continue the world from the reference time onwards. Qagénative side to the
distinction, the schedules are schedotements, so the agent is patt of the
action. The situations are descriptions of events, eich, agent performs which
action, so here the agent is part of the event.

In terms of this difference between situations and scheshriee further con-
cepts have been developed. These are: consistency tibra@itaaschedule, pos-
sibilities as pairs of a situation and a schedule, and litheeftland executability
of a schedule in a situation, and quandary freedom. Thisewsve set the stage
for a semantic theory in which the temporal and agentieeediées between the
meanings of declaratives and imperatives, as well aghboserstructions that
have been related to imperatives at various places iedlisdan be captured in a
systematic way.

In the remainder | will present the outlines of such a sesafgnse, modality,
hortatives and mixed mood sentences will be introducetva@ncug interpretation.
The goal is to show under what angle these sentences aodsagseréde understood
in the framework, it is not supposed to provide a completeligst analysis of the
phenomena connected with those sentences. The langumgbehastended to
deal with all of these issues. | will do so in the course digpte though it is
assumed that the operators introduced can also, to samebex@enbedded under
one another. In the appendix | state the exact de nitions.
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5.4 Tense as a context shift

Imperative sentences can have a past, irrealis form gnetatien, as we saw in
the previous chapter. To allow for such meanings in thetgefremework pre-
sented here, we have to de ne tense and mood operatorsenad gentence type
independent way. To do so will be the main aim of this setiose and modality
will be represented by sentential operators that gepernptedry “shifted’ contexts,
in which one or more of the contextual parameters is replaeesentence forming
the complement of the operator is then interpreted in thggaary context. The
overall result of the interpretation procedure is moa@eladestriction of the infor-
mation/intention state, just like in the basic cases. In this section | will present a
interpretation for past and future tense operators.

In the semantic literature two competing theories of tetespretation have
been proposed. The referential theory of tense (Part8g cthfgtrues time as a
grammatical argument of sentences. Tense is treatedlad prkinoun that obtains
its reference either via deixis (present tense), or feascae. The latter we see when
the past tense sentence is introduced in a context, énghenlitelp of temporal
adverbial phrases or other context.

(13) a. Do you remember (working Friday afternoons at thergrstorg?
Back thenl was hopelessly in love with the neighbor girl.
b. I metJohn yesterdalle wastaking out the garbage.

The event time of the second sentence in (13-b) is cotiafasgtht the time in-
troduced in the rst sentence with the help of ‘yesterdallike in (13-a) "he'is
interpreted as coreferential with the name in the rstreante

The other theory treats tense like an intensional opdratmt (967). On this
approach tense is a modal (existential) quanti er that stet there is an ear-
lier/later time where the embedded clause is true'. Thasetiten does not have a
time argument of its own, but it is interpreted relative tmeegtual time at which
the sentence is interpreted: it is relativieisdimehat the past and future tense sen-
tences are interpreted as quantifying over earlier tesspimas. They rst replace
the contextually given time by any one of those earliezritats and thereby they
create a new context relative to which the sentence embedeleid is then inter-
pretec® Instead of using deixis, the present tense is obtained hgvirg a tense
operator and therefore not shifting the event time awaytisooontextually given
one.

One potential problem of this latter type of approach isibatly non-present
tense sentences are used wsfheai event time in mind. This de niteness can be
obtained in the quanti cational approach by meansmkxtually restricted quanti -
cation(Westerstahl, 1984). Adverbial phrases, such as ‘whemtked the room'

60f course in a sequence-of-tense language like Englists¢heate also be merielgicative of
the temporal shift, maintaining an earlier shift in evieet ti
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and ‘while you were sleeping', link the event time of thensento some other,
known event. Thereby the range of possible values foistbateditense quanti er
are restricted. In the extreme case the temporal adverasghpmeshe time of
the event, in which case the existential quanti er onlynepsssible output. In this
case we can call the adverbial phrase deictic.

The most natural way of dealing with tense in this framewtoktrieat it as a
context changing operator that resets the temporal &afiablpast tense sets the
values, the event time, to the temporal domain precedjnige reference time. The
future tense is the opposite of the past. It sets the evertbtiine entire domain
of time following the reference time. Temporal adverbte(dey’, tomorrow') and
adjuncts ("before they see you') are domain restrictors.

I will distinguish tense from temporal quanti cation. Thstgense only con-
tributes a temporal domain restriction. Temporal quastseich as "always' take
such a domain and quantify over all the durations contairied\iegation does
not scope over the tense, but only over such adverbs. Tigsthatahe relation
between tense, negation and quanti cation is not “(ndtgipdst (always) (nat)
but “in the past (not) (always) (nét) Below is the de nition of the language
containing tense operators, and of their update clauses.

DEFINITION 5.18. The languager consists of those sentencgsch
that (i) 1, Or (i) X such that T andX is eithemow,
or P, or F. The update clauses for these three operators are given next

p [now ] nowp [ ]
p [P] P()p []
p [F] F()p [1]

An update with a non-negated past tense sentence catéutieange of state
that somewhere in the past the embedded sentence is gu@te bAn update with
a negative sentence results in the acceptance that théeshsieetence is false/not
to be donehroughouthe past. Tense operators do not merely present a scope for th
embedded sentence, but they reset a contextual parahistpardmeter remains
at the new value until another tense operator changeas.it agai

In line with the Priorean semantics for tense | have madkgiiterd¢o the per-
spective timey. Past here means ‘the time that lies behind us from wher we ar
viewing the situation/schedule’. This relative tensectimisasts with the deictic
views on tense, where past always means ‘past from tpeethaime’. Using the
deicticnow operator we can also de ne an absolute past or future e by
concatenatingowP or nowF, respectively.

The past tensd®) operator can in general only be used with declaratives. As |
have mentioned before, for declarative sentences themmequithat the output
only provide information about the past means that they geméral only be used
with an event time before The future tense-}, on the other hand, is applicable
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to imperatives, in virtue of their requirement of beingdutiented. In Dutch and
English only past tense is grammaticalized. However,evgekavin chapter three
that Cheyenne is a language that (seemingly) does gratthynaigitnguish between
a present tense and a future tense imperative (Mithun, 1999)

A note on temporal quanti ei3oing universal quanti cation over all times in the
past by means séquentialpdate for all those times is not a very manageable thing
to do. However, the partial update semantics is not easityned with a more
‘parallel computing' for universal quanti cation. One e¥awoiding having to do
large (in nite?) conjunctions for universal quanti gaisato introduce ‘non-events'
and "non-actions' (i.e., refraining) into the ontologyil lwe y indicate how this
would be done, restricting myself to events here. Forsatigomethod is identical.

Let be the set of ‘non-everedor everye . We can think of such non-
events as counterexamples to the truth of a continuousenceusf the events. If
eis true for some period this means thaomewhedeiring eis not happening.
Similarly, ifeis false for, then there is ne non-event during the entire period.
In other wordse then takes place averytime contained in. Consequently, the
monotonicity requirements for the consistency of a situat the same with non-
events as they are for ordinary events.

(8 ) TRUE s& (8 ) FALSE s
(8 ) FALSE s& (8 ) TRUE s

To be able to talk about non-events, we need to enrich thmedgngs well. The
language ; consists of the same atoms and connectives agh the addition

of the “anti-' operator, for every o- Complex sentences in the scope of the
anti- operator are reduced to complexes of anti- atomsahg ofethe following
equivalences.

For atomic declarative the positive update withmake® true in each possibility,
the negative update makes that same non-event false osedwlity The temporal
quanti ers can be de ned in terms of the language.

sometimes
always
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5.5 Root modality and past tense imperatives

From tense | move to modality. Past tense imperatives passitie as such, but
in combination with irrealis modality they do exist in Dutckill show how this
meaning can be explained in a semantics of modality tisth@kentrast between
actions and events into consideration. This distinctips be to disambiguate epis-
temic and root modality. The future orientation often &gsocwith modal aux-
iliaries is a natural consequence of their prototypitglerson perspective. The
performative function of such sentences as statemerntshalfoture (‘will' and
other dynamic modalities) or to command or advice actbosi' and other de-
ontic modalities) can be understood in terms of their basicings agstsin the
sense explained in the previous chapter. The imperatilis tan then be seen as a
modal operator that does not yield any test of this sorhdiuterely creates a tem-
poral perspective shift such that the past from that poirdrds is no longer seen
as a determined, completed history. In that irrealis ttmesentence is interpreted
as a real, committing imperative.

A decompositional analysis of root and epistemic modality

An old observation is that modal auxiliaries allow for amisgnterpretations.

(14) a. Felipe might call in sick tomorrow.
b. Felipe might be sick today.

The rst of these sentences is naturally interpreted ammiegta possibility for
Felipe to act, the latter presents a possibility that eprsteémicaléxcluded by the
speaker. Kratzer (1981) proposed that we analyze thigignalsithe result of a con-
textual parameter, called a ‘'modal base', consistintyefwakids that are "‘possible’
in one of the various senses of that word: epistemicadigidgtly or deontically.
The example in (14-a) is typically used in a context sglaactymamic modal base
for the evaluation of the modal statement. So it is read ssriptiten of a poten-
tiality or ability. In contrast, the contexts in which (J4vbuld normally be used
provide an epistemic modal base, leading to an epistenaicreamting. Depend-
ing on which modal base is salient in the utterance corgaxiotiial operator will
quantify over different sets of possibilities. Thus, as the formal semantics of
these modals is concerned, there is no ambiguity. Thé fiagicaf dynamic and
epistemic modal sentences is the same.

This analysis raises the question how we are to explainetyevéhe readings
concerning the temporal reference in sentences with rogiiakias. In case of

"The term “dynamic modality' was introduced by von Wrighiifdpfor the meaning of the
auxiliary ‘can' in sentences such as “Jones can speak Geshauid be kept distinct from the way
the term is used in "dynamic semantics' or “"dynamic legie. &ithors call this type of modality
“alethic' or ‘'metaphysical’, but this is not quite the sawe say that something will happen we do
not mean that it is logically necessary, or “in virtue obttemrof reality as such'.
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an epistemic reading the sentence can be about a staterasém, fout this is
excluded when it is read as a dynamic modality. So (14€ehpeaither epistemic
or dynamic, depending on the context, whereas (14-b) gdmecgpistemic, unless
we treat "being sick' as an activity (i.e., throwing up) h®mlynamic reading of
(14-b) the temporal reference is only to ‘'sometime laégt.tddother point where
this issue comes up is when a modal is combined with pexfettGondoravdi,
2002).

(15) a. Susan might have gotten sick. That would explaibdeerca.
b. Susan might have gotten sick, if it hadnt been for Drl'%egmder
medicine.

In (15) we see two uses of ‘might have'. Due to their respamitexts, (15-a) is
only epistemic and (15-b) is only ‘counterfactual’. Thesemstence presents the
possibility of Susan getting sick as a possibilityasftavent that ipresentlynder
consideration, whereas the second sentence presentd tratwasa possibil-
ity of how things could have continued at some past timehén wbrds, on the
counterfactual reading we take a perspective in the pashaaive of the event as
something that was possible back then, though not any longer

Condoravdi discusses the proposals to explain thisidéfasea lexical ambiguity
of the modals, such as the one presented by En¢ (1996)(Bb, we have two
‘modals for the present'. The rst (14-a) would be a “forsteifitthg modal' and in
(14-b) with a "non-shifting modal'. The sentences in (&5¢amples of ‘modals
for the past', where (15-a) is a "backward-shifting moddlL%-b) is a "backward-
then-forward-shifting modal'. Condoravdi rightly oljezthis analysis. It would be
much preferred if we could nd an explanation of the diffeeedings of the modal
sentences while keeping a uniform semantics of the mbdal ver

Condoravdi claims that all modal auxiliszigsandhe time of reference forward.
The difference between the readings in (14) are due toendéfen the evaluation of
stative and eventive predicates with respect to theiif tiefierence. The ambiguity
of ‘'might have' as in (15) is explained sopaambiguity of the modality and the
perfect. Concerning the rst point, a stative predicasienaluated as true at a time

iff its durationoverlapwith , whereas an eventive predication is evaluated true at
iff its duration iscontainedn . Consequently, if the modal expands the time of

reference into the future, a stative predicate in its smopélcrefer to some state
overlapping with the present. An eventive predicate icojpe sf a modal will have
to refer to an event that is contained in the period betweaimi of reference and
its (inde nite) future. This means that the event as a whsléohbe future of the
time of reference. Because of this, the interpretatiom gitkbin (14-b) as eventive
immediately forces the interpretation that ‘today' isstodel as later today'.

The other contrast is that between the epistemic and daontal modals for
the past. Condoravdi proposes that the difference beheserr¢adings is a matter
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of scope. In the rst case the modal scopes over the pditiecmodal then rst
expands the time of reference forward and, relative tgghrsded reference time,
the perfect presents the embedded predication as ratesamething that hap-
penedbeforghat time. This analysis is supported by the observatiovethiso nd

a future perfect' in English.

(16) He may have arrived by next week.

Though Condoravdi restricts herself to not discuss théseces in the paper, they
seem to illustrate the point: the modal expands the timattoveek and relative to
that time we evaluate the perfect sentence "he has asrilestribing a past event
of arriving.

The counterfactual reading results from a scope revdrsalth®& modal occurs
in the scope of the perfect, the result is that we rst shiftirtie backwards (this
is what the perfect contributes) and relative to that timexpand the reference
time into its future. This is the time for which we evaluaesthbedded predica-
tion. Consequently, the event or state is located in tHe fmasit is future to the
‘viewpoint' we have adopted with the perfect. This mednidhatensional quan-
ti cation done by the modal concerns what was back thép@ssible, though itis
not any longer so. In order to account for the fact that threexdactual reading im-
plies that the event did not facttake place, Condoravdi uses a Gricean argument:
if at the speech time it were still possible that the evetatkeiglace, the shift into
the past would not be necessary and would only make thestateaker. So, for
reasons of informativity and economy that reading is eaclud

This analysis neatly ts with my distinction between actind events. If we sup-
pose that root modality (i.e., modals on their dynamic otideeadings) concerns
actions, and epistemic modality events, we can explany @tative verb phrases
are most naturally interpreted epistemically (they drtoud®racterize a situation);
(i) why they may have a present tense interpretatiowhyiibhis is not possible for
root modality. When the modal sentence is given a rootretagipn, the future
orientation is necessary, because that is implicit intiba nbaction: actions are
concerned with ways of continuing the world into the fuldistorical linguistics
has shown that epistemic modals normally develop fromadats{Traugott and
Dasher, 2002). If we thus assume that the root reading isféudt dhis would ex-
plain why modal auxiliaries expand the reference time der@ati argues they do.
Furthermore, the possibility of the perfect occurringruhdescope of the modal is
only possible when the modal is analyzed as scoping owntaleesting expres-
sion. Alternatively, when the modal scopes over the peideamalyzed as a root

8Condoravdi also argues against the view that modal esxiicpe over tensed sentences (e.g.,
Steedman, 2000). She points out that the perfect cons¢ribtdtativetime shift, not one that is
deictic to the actual speech time. This means that the msesoferatd? that was de ned in the
previous section is what on Condoravdi's account is teetperf

9As far as the semantics goes, it may also be located inrthe futu
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modality. When a stative verb phrase occurs in a ‘mighsédmategice there are only
two options: either we get an epistemic reading with thed soogéng over the per-
fect, or we get a root reading with the stative reanalyzed\antive predicate (as
in the example of being sick).

(17) Felipe might have been sick.
Reading IMIGHT (PERKFelipe is sick))
Reading 2PERKMIGHT (Felipe throws up))

Importantly, | do not wish to claim that deontic modalityyotbncerns what an
agent can do, witness (18).

(18) There should have been an Elfstedentocht this year.

The difference between the “epistemic' and ‘root' reaatimgioposing is in itself
only aforma) decompositional distinction. However, the compositesmantics
of the different analyses restricts the possible reagingsngextual modal base.
Speci cally, epistemic modality concerns only eventaméymodality concerns
only actions. So, the readings are:

subjectvODAL (action) (root)
PERKSubjecMODAL (action))

MODAL (event) (epistemic)
MODAL (PERKevent))

Note that on this analysis we can also explain Geach' tiwséinegé deontic modal-
ity, at least the way it is most commonly expressed in ‘owggritences, scopes over
‘predicables’. On the root reading of such sentences theaoodects the verb
phrase to the subject. The sentence then states that, érpmirthof view of the
subject, the action is/was a possibility/necessity.

Let us adopt a working de nition of the three different mbdsés.

DEFINITION 5.19. The modal basepistemideonticanddynamiare
functions that meet the following constraints.

epistemic ) i &s s& i )D&
§is -complete
deontic ) i ji &s ()& D&
§is -complete & ( ;) is followed irg)
dynami¢ ) il &s (5 )N&s (5)&

sis -complete & ( ;) is executable m

Because an epistemic modal base concerns only completasifup to the
reference time), there is no room to talk about actionsthldttze performed, com-
mitments that could be followed, and so on, because thayeabéen, or have not
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been, performed. In other words, the epistemic modal lnatiéutes a perspective
from which we view the world as a xed entity, that can onlyobereed as to its
properties. The deontic modal base contains possibEagesf what the situa-
tion is/was at and what the schedule contains. It requires that all coramg@re
ful lled, so what ought to be done does not con ict with wheghd to be. Lastly,

in a dynamic modal base we are concerned with executahleesady. Again we
adopt from the “actual' cognitive state what the situatioad at and we look at the
possible ways of continuing from that point onwards. Thalrbades are subsets.
Not everything that leaves open may be considered to be plausible. For example,
default rules could restrict the modal base to only the moostal' or plausible
possibilities that meet the above mentioned constraints.

The next thing we need is a language containing modalreasxiliavill restrict
myself here to the modalsouldandcould The rst has clearly distinguishable de-
ontic and epistemic readings, the second has dynamicsachiepieadings. Fur-
thermore, both allow for scoping under the perfect in theeading.

(19) a. John should buy a house. (deontic)
b. John should have bought a house.

(20) a. Mary should be in the of ce by now (epistemic)
b. Mary should have been sacked by now.

(21) a. Herbert could eat a horse. (dynamic)
b. Herbert could have waited another minute.

(22) a. Meredith could be up for promotion. (epistemic)

b. Meredith could have been sitting there for hours.

It should be stressed at this point that the semanticstpdebereafter is not in-
tended to be a complete analysis of these modal verbs, noatotb suggest that
all other modal verbs can be explained in strictly the samermBhe semantics
only serves as an explication of the idea of a decomploaitaiysis of the differ-
ence between epistemic and root modality, in the termsed@bove.

A modal operator is allowed to scope over or under tengergp&aot modali-
ties take imperative arguments, epistemic modalitieetdmtive arguments.

DEFINITION 5.20. Let and 1 be such that consists of only
declarative atoms, anaf only imperative atoms. Furthermoreglet
be a person. Then the language of modgals such that (i) 1
m; (i) shoul@ ) could ) g should), andq could ) are members of
v, and (iii) if v, thenX v, WhereX is a tense operatBr
or F, ornow.
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The updates with modal sentences are the following tests.

dq should )] c if deonti(c; ) F(&) g & !
c0) otherwise

dq should 1] c if dynami@; ¢) F() ge[!] O
c0) otherwise

dshoul@ )] c if epistemig ) F(G) G G
c0) otherwise
dcould )] c if epistemic &) F) ez e[ ] O

c0) otherwise

Tense and modality interacting

With the help of the de nition above, it can be shown thattagrase scoping under
a modal sentence is meaningful when that modal is epistdnmotaneaningful
when it is a root modality. Vice versa, a past tense scogirgy medal sentence
is meaningful only if it is a root modality. With respect & tht, note that an
epistemic modal base gives us a set of situations that gletecgaiuations until
the reference time. In the default case this reference smmply the speech time,
so what the modal base does is extend our partial inforrmlationthe past to a
set ofcompletsituations for the past. When we update with a past tensecseint
this context, the past tense rst brings us back from thedegavent time to the
past of the reference time (past of the speech time) and &waht time we update
with the embedded declarative sentence. Because theasedadextended our
information about the past, the update-for-the-past csurcbessful.

Adopting the semantics for temporal quanti ers sketchibd previous section,
a simple illustration can be given of epistemic tests fpasheBelow, | will treat
‘yesterday' as a temporal restriction operator.

dyesterdaf )] ¢ (¢ yesterdpygs G [ ]

Here,yesterday a time functionally dependentmow In the following, note that
the past (and other bold-face operatessthe event time, whereas an adverb like
alwayss restricted to its scope. The example argument goesves faltthe past,
John has always been either ill or bad tempered. Yestdndayad not ill, so he
should have been bad tempered.

nowP(alway@ll(joh)  tempdjohn))),
yesterday ll (john)

now(shoul(P yesterdaftemp€john))).
The rst sentence sets the event time to the entire past dodngethe univer-

sal quanti cation that at each period contained in theilpgshn is true ortem-
pefjohn is true. The second sentence, still evaluated with resfecentire past,
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rst restricts the event time to yesterday and then nilgfi@s) false for that time.
The conclusion rst resets the event time to the speeciNexteit changes the state
by its epistemic extension and expands the event timeututiee $ubsequently, it
shifts the event time back into the past, restricts it tergagtagain, and makes
tempdjohr) true for that time. The reason why the test succeeds capidieceix
in terms of the modal base. The epistemic modal base isasl\eatension of the
information present in the context (i.e., the premissasg tBe context excludes
the possibility that yesterday John did not have a bad te¢ngpepdate withlem-
pefjohn in the conclusion will not exclude any possibility thafipen in the
epistemic modal base.

Next, | will give an example of a root modal usaadildinder the scope of a past
tense. This morning your boss asked you to read the marafdusmew book. He
told you: “If you come across a typo, let me know.” Duringutiehlbreak you are
reading the second chapter and you notice a spelling n8staksv we would like
to conclude that you should have let your boss know. Bdualesatnple involves
two speech events, | will use two deictic pronoowg and now,, assuming that
now lunclkfnow). The rst refers to the speech act performed by your bess, th
latter to the time of evaluating the “should have' sentgkeeyesterday' above,
lunch is a temporal restriction operafbr.

now,F( nd (me,typo  tel(bod3),
now, P lunch( nd (me,typp
now,P lunch(me shou(tel(bod))

The validity of the argument again results from the constraithe modal base.
The deontic modal base retains all information in the aggstate up to and in-
cluding the event time (the lunch break) and it deletesoathi@tion about the time
following it. Consequently, the information that you cacnesa a typo is present
in the modal base with which we evaluate the conclusioheiffuore, the deon-
tic modal base also retains all the commitments in the keshbditore andfter
the event time. Taken together, this means that the comadiitommitment to let
your boss know you found a typo, resulting from acceptingstisentence, is an
unconditionatommitment in the deontic modal base.

Past tense imperatives

With these deontic ‘should have' sentences, we have laapitbacissue of past
tense imperatives. Of course there is a difference bewé#snone hand, saying
that some deontic test-update succeeds for some pastiime te other hand,
actually instructing someone to perform an action in thdtpasks as if the Dutch
past tense imperatives are exactly doing the latter. dihs @ed: how can one
command an action, commit someone to comply, if the time afction lies in the

10To be precise, we also need two realis operators for th@apsee below.
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past and the decision has already been made to the congramytRdiess, the two
constructions—English "you should have' and Dutch pastdtiygs—are not so far
apart as they may appear to be at rst sight.

Sentences starting with ‘'you should have' are not alwhgpsp®t even nor-
mally, responded to by saying "Oh, | did not know that', ynacekepting its infor-
mational content. Natural reactions, such as ‘| gues®yahgrl should have' or
“Yeah, stupid of me', express an attitude of remorse brireigreemorse or regret
indicates the presence of an actual, felt commitmentio$tearely the belief that
the commitment would have been reasonable under the tareass The Dutch
past imperatives are interpreted as instigating prédusédeling of commitment.
They are typically used to reproach the addressee foreffi@tnmg some action.
In order to see this it may be observed that, unlike the gesatmes, 'you should
have' sentences can be used in a non-negative sensegshggesime alternative
course of action would also have been nice, perhaps exghdethe one actually
taken.

(23)  You know what also would have been fun? You should haweagerski-
ing!

These meanings are not expressed with the Dutch pastiapéaatin (24)) exactly
because a sense of commitment or fault is lacking.

(24)  Weet je wat ook leuk zou zijn geweest? ?Was toch gasinegate

It appears that the right approach to past imperativess ddday seem, is to really
treat them as attempting to get the addressee to commited@stom that in fact
has not been undertaken.

I will introduce an irrealis operator that does nothing thareshift the temporal
perspective to whatever the time of reference is at thafTpdsnoperator has the
following semantics.

DEFINITION 5.21. Let | be the smallest expansion gf such that
the irrealis and realis operataasdR may occur where tense operators
may occur. The updates with those sentences are de ned below

dl ] GGGl ]
dR ] G @ G now[ ]

The effect of having the irrealis operator is that we catewpida imperatives
for times following,. Recall that we had two symmetrical constraints on updates.
Declaratives are restricted to describe events thattactune before the time of
reference. Imperatives can only be used to instruct tleesailito actions that must
take place after the time of reference. If the event tim# isf plae reference time,
as the perfect ensures, then the irrealis will create & conthich we can use
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imperative sentences to command actions to be undertakerperiod between
the event time and the speech time.

So we can update with a sentdfice, without this resulting in the absurd state.
In fact, this it is possible even in a context where it idyakaawn whether! has
been ful lled or not. Why is this strange? It is reasonablestone as a maxim of
conversation that we may only command actions if it is lpossilthe addressee
to perform that action and possible to not perform the ad¢tamally, this is the
requirement that the testgou could!) andRyou could !) must both succeed in
the cognitive state of the speaketltere functions as a deictic pronoun referring to
the addressee). These tests clearly fail for the Dutclrsasiniperatives. In fact,
this is being communicated with the particles ‘toch' amdddtathat are often used
in them.

However, maxims can be violated and | want to propose thistwhiat happens
with the past tense imperatives as well. Speci cally, veheatva maxim, we ex-
pressly go against it so that the hearer can indirectlgunf@message. A past tense
imperative cannot be understood as an instruction torpeséone action. Still, the
use of the imperative indicates that there is a rule, ooa, réved the instruction
should have been carried out. This rule or reason is whaatvsnionally) impli-
cated by the past tense imperative.

Put in more formal terms, the sentelAtd can force us to accept other sentences.
For example, if | decide to go to some party and when | arereeatriend tells
me that | should not have come, | can infer that the party isic®t supposing
that there is a common ground between my friend and me tlwatldl Einly go to
nice parties. Similarly, we can draw imperative conddisioncounterfactual, past
tense imperatives. Let me give an example. You are a ngeeofilee Philosophy
department. In the coffee room hangs a calender on whidnthidtes of all the
staff members are mentioned. Last Tuesday it was theybwthol@e colleague,
Henk. Not being used to a very colloquial working environyeendid not bring
a present and you were reprimanded for not doing so by y&ssprowho says:
“Had toch een kadootje meegenomeyot (should have brought a pyeS€snthe
basis of this reprimand you infer that you are supposeadopbesents when it is
someone's birthday. Today is the birthday of anotherge@ld&aren. This time you
may conclude that you are to bring her a présent.

now; R; F(alwaysx(birthdayx) ybringx y)!)
alwaysx(birthdayx) ybringx y)!)),
now,R,PTuesdafbirthdayhenk) ,
I( ybringhenky))!,
now, R, (birthdaykare)
xbringkarenx)!

\When we think of the quanti ers in these sentences as rawging nite domain (there are
only so many things you can give as a present), they carcled tedlisjunctions and conjunctions.
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Again, here | use twwmws to distinguish between the two speech acts. The rst
time is when you decided that either everybody or nobody &leogiven presents
on their birthdays. The second time is when you concludgdhadre to bring
Karen a present. The third sentence, updated in the scbpepakt tense and the
restriction to last Tuesday, is the counterfactual imygerat

5.6 Imperative subjects

The imperative subject as a context shifting operator

The gist of this update semantic approach to imperativies alé¢ar by now. Of the
three parameters in the contexts only the third one, thadingdi perspective, has
so far not been exploited. This parameter is in uenced byipleeative subject and
hortative constructions. The default value for the indiVkrspective is the holder
of the cognitive state, the interpreter. There are twoediffgypes of deictic shift
away from this default. First, there may be several peeserd | the audience of
which the speaker means to instruct only one or some; sbe@pbaker may want
to propose an action for someone who is not part of the aaliei@e. In the rst
case an imperative with an overt (and often stressed)isulgied, in the latter case
a hortative with “let’, in Dutch “laten’ followed by a notihiagronoun.

To recapitulate some points from the third chapter, we sawhéhimperative
subject is a real subject and not a vocative construcénrtheugh its semantic
contribution is not that far apart from a vocative. The iatper subject can be a
deictic pronoun ‘you', used mainly for pragmatic purpbsestoast. It can also be
a quanti ed expression, such as ‘everybody' and ‘therst p@ open his mouth'.
The imperative subject is restricted to the addressesattétance, though it is not
identical to it per se. Existential or negative quanti bgesis, e.g., 'somebody' and
‘nobody’, do not mean to single out an intended audiende,idettify who of the
addressees is to perform the action. An important poirtttabauanti ed subjects
is that they are not, or at least not necessarily, addseasmdlective.

(25) a. Everybody sit still.
b. Somebody rescue mel!

With sentences such as these, the speaker does not agresp tif all addressees,
but he or she addresses each of those persons individihallyst case the instruc-
tion is an instruction for everybody, but in the secondieasestruction is such that,
if one person ful lls it, then the others need not do so. Tdgects cannot be used
to command collective action. In (26) we can only conclatiedbh of the persons
in the audience has to come up with one candidate, not thaldtse collectively.

(26) Everybody come up with a single candidate.

There are, of course, many examples of instructions tiwléetion, especially
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those hortative sentences starting with “let's’. Ndesegthbwill restrict myself to
only “distributed' instructiors.

This rst type of imperative subjects consists of thoseicaggch the subject is
a referential expression that is intended to identify oméen®f the addressees as
being instructed.

(27) a. You take this and and your friend take the other end.
b. You stop talking or you'll be unked.

These sentences can be analyzed in a way similar to "‘novg, Whatever the
context may be, using this pronoun brings you back into faeltdease of the
perspective beimge the person whose cognitive state it is. This suggests thidt w
at least need the operagou to express this deictic shift.

Non-deictic shifts are done by means of ‘let'. Seppar&f) (s convincingly
argued that “let' is in all respects a modal auxiliary walitake this idea seriously
and treat ‘let' in the same way as the root modals in theugrseation. That is to
say, let' connects the subject to an embedded imperagmeeeThis subject can
in principle be anyone, though "you' is not possible. Ipesthat the reason for this
is pragmatic: to issue orders to the (already identi etBssae, a simple imperative
can be used. Therefore there is no reason to use a shiftaigrapeh as let'. A
sentence with this auxiliary will be of the féetfg !), wheregis a person and
an ; sentence with only imperative atoms.

The third and last type of imperative subject is the qudrmine. Again here
any determiner phrase seems possible, as long as it demitabtessubset of the
addressees. The most basic ones, semantically spealengrydrody’, 'somebody’
and ‘nobody'. | already explained that these sentencesraadiy ‘quanti ed up-
dates'. They inform the interpreter of whether or not hesaisd¥eing instructed by
the speaker. If the imperative has "everybody' as it§ sudxjethe interpreter, being
one of the addressees, knows that the instruction ales applim or her. When
it is ‘nobody’, then it is also clear that none are to follevingtruction, i.e., that
everybody is to refrain from doing so. The subject ‘sorh&bpdghaps the most
dif cult to deal with in practice. If one person considers bir herself instructed
and acts on it, the imperative has been ful lled. But if nphot$ on it, then every-
body is responsible. In view of this, it appears that we naéti-agent perspective
in order to give a proper semantics to the imperative sulljeaneaning of this
subject determines which agents ugtatecognitive state with the imperative.

I will not present such a multi-agent semantics here.dnkted focus on the
sense in which one addreskmmsipdate with the quanti ed imperative. Namely, if

2There is at least no fundamental problem with expandingetsenp framework to deal with
plural imperatives and joint action. We would have to eefiladndividual perspectiggeby a set
of persons and letmap pairs of actions and groups to events. Note that Harh®ir)( page 58,
argues in favor of addressee-action reductionism: aatiwepisrintelligible only if it provides clear
instructions for each of the persons being instructed.liHaralts this “perhaps the most fundamen-
tal principle behind the treatment of imperatives in tho&™o
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one person considers an imperative to have been collactiepted, then it follows
that everybody should ful Il the instruction. Sohagher ordeinformation, the
update is performed. This may be compared with the analygidality in some
dynamic semantic theories: via the meaning of the modahm@simicating that
some test on the speaker's state succeeds, the hearer icéerenzes on the state
of information of the speaker, or of the person who accapthehtest succeeds.
Similarly, the interpreter of an “everybody' imperativinfea that, if it is accepted
by the addressees, those addressees have expandesditiies acbordingly and so
they should ful Il the imperative. In this sense, we caredd@quanti ers in terms
of the “let' modality:

everybody!  4ef q addressd€1(Q 1)
somebody!  4ef q addressd€1(@ 1)
nObOdy ! def q addressé@t(q !)

Note that we could also de ne the meanings of the quantirecglgl, but that would
require a parallel update, which is not straightforwae jpetrtial update semantics
that is being used here. Conjunction as sequential caompissitot equivalent to
intersection. If so desired, one way of de ning a paratieihction is to make the
updates ‘pointwise’. This means that we update eachlipogsitiie input state
separately with the parallel universal quanti er, anah uheresults of those up-
dates again in the output state. The parallel quanti dérlhthen involves, not an
intersection, but a union of the output situations and awighedules respectively.
Let me come to the de nition of the imperative subjects.

DEFINITION 5.22. If 1 consists of only imperative atoms, and
q is a person, theyou andlet(q ) are members ofs. The
update with these sentences is de ned below.

dyou ] GG meg| ]
dlet(q )] G Geqal ]

Quantifying into imperatives

Quantifying-in means that we reverse the processing oatiteays. So the declar-
ative "Everybody said something' has two readings:

- Normal reading: x ySafxy)
- Quanti ed-in: 'y xSayxy)

Under the rst reading it states that for each person thersomeething that this
person said, on the second reading there is only this anthttieverybody said.

Schmerling (1982) claims that imperatives do not allowé&mtifying-in. That
is, the quanti ed imperative subject cannot be subordit@m#a existential quanti-
er for one of the imperatives' arguments.
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(28) a. Everybody taste some dish.
b. Everybody tasted some dish.
(29) a. Somebody taste every dish.

b. Somebody tasted every dish.

The declaratives (28-b) and (29-b) have a reading in widingbt object quanti er
takes widest scope, so "There was some dish that evestbddgnd "Every dish
was tasted by somebody' respectively. The imperativeshdwenguch readings;
Schmerling claims this judgement is “widely shared'.

The question then is, what makes quantifying-in impossiiohgeratives? She
argues that the lack of a quanti ed-in reading of impesatve matter of syntax
or semantics, not of pragmatics. For this she gives threwiatg First of all, an
ambiguity does not arise with the combination of a subjaentigu and negation
either:

(30) a. Dont everybody go.
b. ?Dont somebody go.

Second, what she calls a declarative ‘paraphrase’ daegibatieed-in reading.

(31) a. Everybody is to taste some dish.
b. Somebody is to taste every dish.

Thirdly, a pragmatic explanation that would explain thegshenon by saying that
the addressee would not know how to comply cannot workssviBR).

(32) A: Take meto 1310 West EIm Street.
B: OK. How do I get there?

Looking at the semantics for imperatives presented Hamegneould prevent
an object quanti er to scope over an imperative subjecti guaresulting in a
guanti ed-in reading of sentences that, according to 8olgn#o not have such
readings. There is nothing wrong with an advice that gaodswas.f

(33) My advice to you is: keep together. Either everybgay stzerybody leave.
But dont split up.

Formally, this advice would reaxkrybodgtay everybodjeave Supposing that
this is semantically possible, the impossibility of dyiagtinto imperatives can-
not be a semantic impossibility if existential quantboat a generalization of the
above disjunctive form. The problem is not the meaning ektiience under the
quanti ed-in reading, but getting that reading for thatesere is what appears to be
impossible.

(34) Everybody take some road
Everybody take road A, or everybody take road B, or ...
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Schmerling's arguments are not entirely persuasive).tRaggrding the rst
one, the declarative counterparts of negated universatqtians are unambigu-
ous as well.

(35) Not everybody left. “For each person it is not the case that this person
left.”

Moreover, the second argument only restates the prob&meras that states that
all persons have a requirement to taste some dish thensef qamtifying-in is
possible, as is commonly the case with declaratives.r@itegghment is not rele-
vant either. There is an important difference between owiitkagn how to comply
with a command and not knowing what has been commanded. oltenpwith

a guanti ed-in reading of (28-a) is not so much the ladknofledgef how to
comply, but the fact that the imperative itself was notspeough for expressing
the speaker's intentions. Certainly conversations2ikéq®ccur, but it is a wrong
comparison. The issue is rather that in response to Astrieqi3®) B may pick a
route. As reaction is therefore unnatural.

(36) A: Take me to 1310 West Elm Stismnieow.
B: OK. I'll go via the highway.
A: ?No, that's not the route | meant.

We may instead look for a pragmatic explanation of the ibijiyssf quantify-
ing into imperatives. One possibility would be that thetgednn reading is not
available for matters of intonation. That is, the overésulgquires stress but the
object quanti er wanting to get wide scope also requiess.stihis stress pattern
might be impossible to impose on the sentence.

Another possible reason for not getting the scope ravé€&ah) could just be
that we cannot talk to the dish.

(37) ?Some dish be tasted by everyone.

| argued already that there are no real passive impdtatiagsvell be that quanti ed-
in readings really require a reconstruction of the semtetideterpreting it as a
passive sentence.

However, nhow imagine you are a tour guide on a culinaryyhtdigia You are
visiting a restaurant in Paris where the chef has prepaesshsti ¢ dish—sayga
bouido—for all the participants in the tour. You yoursg# haver heard of this dish
before. The chef tells you that they can all come in to tastesthand you relay this
message by saying to the group:

(38) Everybody come in and taste some dish the chef hasgpfepgou.

This sentence does have a quanti ed-in reading. The itelésrlicensed by not
knowing the dish, perhaps even do not quite knowing how noyroe it. The
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inde nite is not licensed when there is a plurality of sallgacts that might be
chosen as a referent for the inde nite.

| do not have an explanation of the phenomenon at preseot) theé basis of
the above discussion it seems at least plausible thatatipragoanation be found.

5.7 Mixing moods

One range of issues that has been disregarded so farsconxedmood' sentences,
where a declarative and an imperative are seeminglyatedrdiith a conjunction
or a disjunction, though the coordinated sentence as aolvtaies a quite different
interpretation than what is de ned above.

Eat that tomato and you'll choke

Eat that tomato or you'll starve

Choke or starve and you'll die
Ergo: Youll die

It is a commonplace that the use of the conjunctions “anddma English (or
their counterparts in other languages) is more constiiaametheir Boolean inter-
pretations in propositional logic can explain. Both ctweséndicate eoordinat-
ing discourse relation between the two conjuncts (TxurruBd).20 the study of
‘information structure' or “information packaging' thtson of a coordinating dis-
course relation can be expressed by saying that both tscamjiginess the same ques-
tion under discussion (see for instance Txurruka or Un%$), Both conjuncts
comment on one explicitly or implicitly formulated topi¢h\\and' both conjuncts
give both a positive or both a negative answer on this liesusetof “or' indicates
that the disjuncts present alternative answers, thegel@gting informational un-
certainty of the speaker or undecidedness on the deailamprThe connective
“but' is like "and' except that it indicates that the anavesppposite in some manner
(one a positive and the other a negative answer on theSopamyinating discourse
relations establish a connection where the subordinsi alenments on an issue
in- or explicitly raised by the superordinate clause. Eesaaisuch subordinating
discourse relations are “explanation’ and “condition'.

In this context, it seems highly surprising that both "addo&’, when connect-
ing sentences of different moods, are interpreted asisatiogdliscourse relation
markers.

(39) a. Eat this tomato and you'll choke.
b. Eat this tomato or you'll starve.

Though (39-a) is, pragmatically speaking, an instruatioio eat the tomato, the
rst conjunct does not itself function as a main clause atigrThe sentence could
be rephrased as "if you eat this tomato, then you'll chro{@9-b) the rst disjunct
isan imperative sentence, but it also functions in the sanasway39-a) when
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we update with the second disjunct. That sentence “yaoud' $ to be understood
as 'if you do not comply with the imperative, then you'll&h&o in both cases
the ‘pseudo-imperative’ (the term comes from Clarck, t898%s a hypothetical
context relative to which the declarative is evaluatdte tase of ‘and' this hypo-
thetical context is the situation in which the action i®peed, in the case of “or'
it is the context in which the actiomist performed. Furthermore, the ordering of
the moods is xed. We do not in general nd conjunctions irclvthe rst clause
is declarative and the second imper&tive.

(40) a. ?lamilland make me some soup.
b. 7?1 do not have a gun or step away from the car.

The question that all of this raises is: what is it aboutritense types that makes
for these asymmetric discourse relations? This questimehaddressed by several
authors from Beardsley (1944) to Txurruka (2003).

The following principle seems vaéglery compound sentence has one and only
one functiomhat is to say, we must exclude compound sentences which appear
to disjoin or conjoin sentences of different moods, like “It is alaycand

come outdoors”. (Beardsley, 1944, page 181)

An explanation of these phenomena has to consist of jahleastlements: the
temporal ordering that coordinating connectives canhldstrthe modal (irrealis)
element that the auxiliary in the second clause contydmdeble purely instrumen-
tal interpretation of the rst clause in "and’ sentences.

Regarding the rst point, ‘and' and “or' generally havelimgeaf indicating a
continuatiolf the scenario, rather than just conjoin resp. disjoirtédemeents (or
commands) about the world. This has been pointed out by kathuka (2003)
and Lascarides and Asher (2003).

(41) Go to Fred's of ce and get the red le folder. (Lascaadée Asher, 2003)

Here the command is that the actions are to be performedoirdéren which they
are presented. The same holds for declaratives.

(42) Mary took off her socks and went to bed.

One of the possible discourse relations by which "andncetictwo sentences is
Narration. When this relation holds between two sentéheesyent presented by
the rst one precedes the event presented by the secondsmagides and Asher
suggest that we can capture this ordering in the case @tivegean terms of an
algebra of actions in which complex actions can be buikifrgster ones by means
of sequential compositibne problem is that what "and' connects is not just verb
phrases but complete sentences, as can be seen in (43).

130ne exception is Frisian, which has a so-called “Impegpadivasitivus' (Wolf, 2003).
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(43) a. Everybody go to the of ce and nobody leave.
b. Everybody go to the of ce and somebody come back to britigge me
red le folder.

The subject operators make it impossible to analyze #isigdf actions of "going
back and leaving' or ‘going back and returning'. Insteadl, avid' contributes is
the continuation of the scenario, by replacing the eventdirthe rst conjunct by
an event time that (immediately) follows it. For simplicityl let this replacement
of the event time be done by the future tense opé&ratone. Nevertheless, this is
clearly not suf cient, because ‘'somewhere in the futeeehdb mean the same as
“afterwards'.

The second matter is the modal element in the interpretdtimixed mood
sentences. Han (1998) has observed that the declaratidecesmgunct normally
contains a modal auxiliary (when it does not the sententetedeave a generic
interpretation). She proposes to take this fact into @dmpareans of modal subor-
dination (Roberts, 1989). The second conjunct is interprelative to a subordinate
context in which the rst conjunct is integrated as a fabeaftatter. With “or' the
subordinate context is the one in whichrtbgationf the rst disjunct is integrated
into the context.

Instead of using modal subordination, | will account ferdl@ment of the in-
terpretation by means of a speci ¢ choice for the dynamial tnask. This is the
function that assigns to every context (state plus evehatsget of possibilities of
how the situation could be continued from that point onwétel® that set will be
constrained by the requirement that the schedule up toethg rgference time has
in fact been ful lled.

DEFINITION 5.23. A schedule is better followed in situaticthan
in situations iff (i) all commitments in that are ful lled ins are ful-
lled in sand (ii) there are commitments irthat are ful lled insbut
not in s. A schedule imaximallyollowed insiff there is na in which
it is better followed.

If we now add the requirement of being maximally followdtketde nition of
the dynamic modal base, then we get what we need.

dynami¢c ) [ &s (5 )&s (s )&sis -complete &
j is maximally followegl& ( ;) is executable

Now, if the imperative is accepted for the future, and $ibig sikecutable, and the
time of evaluating the dynamic modal is future to the timgHmh the imperative
is accepted (and this is the case, given the reading o "and' mext'’), then in the
dynamic modal base the imperative will have been ful llaldl situations in the
modal base.
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Combining the ideas developed thus far, the interpretaticghe mixed mood
sentences are presented next.

d tandwillg ] d ! Fwilll@ Y]
d ! orwillg )] d! ( ! Fwilll@ )]

In the clause for “or' the negation of the rst clause is Tkedis needed for the
modal subordination to work: if the dynamic modality igpnéged in a context
in which the negation of the imperative is accepted, thd bastawill be one in
which that negative commitment is followed. Hence, “stdlsboot’ means “stop!
or (dont stop! and | will shoot.)'. Under this interpretatihe inference at the be-
ginning of this section is valid, provided that the imperdisjunction in the third
premise is interpreted as standing in the context of atferiseeoperatét.

One issue has been left unanswered. This is the fact tlaatrs=ntences can
be used without directive force, as pure conditionalsasghthe imperative in the
“or' sentences always has imperative force. This phemdgvaoally not restricted
to conjunctions of declaratives and imperatives alone gktuerally, both "and' and
“or' allow for subordinating discourse relations betvestarative sentences when
one of the two is modally quali ed.

(44) a. John was always feeling miserable. You would askhina telt and
he would shudder and bow his head.
b. Trisha must be having an exam tomorrow, or she wouldnidyang
so hard today.
c. PSSV will win the championship this year, or I'm a Dutchman.

Han (1998) presents some facts about the rst clauses amdhsentences that
suggest that they are not really imperatives. These factdrealy mentioned in

2.1. Positive imperative sentences do not contain ngma#xiey items, whereas
mixed mood sentences do (45). Moreover, condition sentenoet contain im-
perative subjects (46) or ‘do'-supported negation (A&)yFihey can be used with
past reference time (48).

(45) *Come any closer.

Come any closer and I'll shoot.

a
b
(46) a. Everybody come in.
b. *Everybody come to the party and she will be happy.

47) a. #Dont worry so much, and you'll be happier.
b. The safety drill is important. Not listen and it'll be yown fault if
you get into trouble.

(48) Life was hard in those days. Say one word out of turneafdidbck you a
week's wages.

14This may be a universal or existential, small or wide scogeeiu
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Both Clarck and Han (1998) argue on the basis of these tibastVeat they are not
imperatives. For Clarck this means that his attempt tarexypked mood sentences
using the theory of Wilson and Sperber (1988) need not beext® explain the
meaning of these sentences, whereas Han claims thatuhefdeattive] is not
present in them. Neither one seems to do more by sayingathitthestate the
facts.

5.8 Aspect and imperatives

Perhaps the most dif cult issue in the semantics of im@srdtas been tiptoed
around in this thesis. It is the study of aspect in imperafigpect concerns the
internal temporal (and perspectival) constitution ofdéeasio presented by the
sentence (or discourse). Here actions, events and tipesieutars. But of course
in practice such a view is quite insuf cient. Lexical aspggich concerns the dis-
tinction between states, activities, punctual statges)amd so on, requires that we
think of some events and actions as having a quantizedrdanatias triggering in-
cremental or instantaneous change. Furthermore, adspeetators like the perfect
and the progressive are operators over simple sentewoss @adl to present events
as either a completed or a continuing process, respdativedylast section | will
present some points of concern for the semantics of ivgeiatrelation to the
study of aspect.

Van Lambalgen and Hamm (2004) have presented a model fodihef sispect
in which the context dependence and nonmonotonicity ohtarpretation plays a
central role. Verbs do not correspond with speci ¢ everdtpars, but they point
to complexeventualitighat comprise of the various elements of a typical scenario f
which the verb would normally be used. So to a verb phraskrtikehe mountain'
would correspond an eventuality consisting of an acfivlynding, a process of
incrementally closing the top of the hill, a culminationteskereaching the top
and a result state of being at the top. What a sentence witleithiphrase actually
asserts in the context of use may vary a lot. For instanoekimation with a
clause "until I grew tired of it' would make us interpreteh&esce as indicating a
repeated process of climbing, reaching the top, goingidadk@ing again. In this
context it would become an activity (without an intrinsitpeimt), rather than an
accomplishment (having such a natural endpoint). Thienicelof context on the
aspectual interpretation of the sentence is calledoico@tuere seems to be hardly
no restriction on the possibility to coerce sentencesynspectual category. As
for imperatives, in general they do not contain stativplverfes, “*Be rectangular”,
but to a shape shifter like Barbapapa one may say “Be tactangun hour”.

In this sense, all imperatives are coerced into someYuilvgigp an activity. This
is clear when looking at achievement verbs.

(49) Find the cat.
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This sentence commands, oddly, that some result is achieyegppropriate re-
sponse is not to sit back and hope that the cat will eventa#ilpy, but to go out
and look for the cat until you nd it. Even stative verbs &eegreted as command-
ing an eventuality that starts with doing something. Weexidal statives (50), be'
with an adverb (51), "be' with a past participle (52), msigee(53), "have' with a
nominal argument (54) and what appear to be perfect impsrgdb), though it has
been suggested that "have' in these sentences is indaitahesrb (note the clause
nal position of the past participle).

(50) a. Know that I'll be there for you.
b. Love me do.
(51) a. Be patient.
b. Be the ball. (teaching a golf course)
(52) a. Begone, demon!
b. Be warned: this hamster is ruthless.
(53) a. Be sitting here when | come back.
b. Be standing at the gate before the car arrives.
(54) a. Have anice day.
b. Have mercy on my soul.
(55) a. Have this jacket cleaned by 4PM.

b. Have your homework nished by Friday.

The sentence in (55-a) means the same as “Have somebdtysgeeet”. | have
not found examples of “have been' or of passive impeanativese | found habitual
imperatives, except when a change of state is implied.

(56) *Be used to smile politely at strangers.

(57) a. Drink less.
b. Dont smoke. (meaning: stop smoking)

None of this is very surprising. The imperative command$i@m 80 a verb phrase
can only be used in an imperative sentence insofar as it a@zerdesl as being
agentive.

It was pointed out in2.2 that in sentences like (53) the temporal adverbia¢phras
is obligatory® Without it, the event time defaults to the speech time, wincid
be nonsensical: you cannot perform any action that waditd kgau sitting here at
present. However, other statives can be used without agkadverbial.

(58) a. Becool.
b. Relax.

5In order to get the imperative reading. There is still tageprinterpretation of “Please, be
standing at the gate”.
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c. Sitstill.
d. Stay on the phone.

The difference between these sentences and the onessgril{&Bjhat is com-
manded in (58) is not eesultstate, but a state that has tonba&intainedoy the
agent. Though nothing happens if someone is cool, it equix@nstant effort to
stay that way. In this sense we can distinguish two typesoy.ahe one type is
that of causing a result, the other is that of maintainiregea $his distinction be-
tween two notions of agency, achievement and mainterasiocegh made as well by
Latrouite and Naumann (1999) in the context of a study orcusative-causative
alternations.

This agentive interpretation of statives is made expligittch by means of a
special verb form of “ziji (be.

(59) a. Doe eens aardig.
b. *Ben eens aardig.
c. Wees eens aardig.

The rst is an imperative with the verb "doém'd9, the second and third use the
verb “zijn'. The second would seem to command a real pifpeeing a friendly
person to the addressee, the third commands the stagateved being friendly
(acting friendly). Furthermore, it was mentionedi2 already that Dutch statives
generally require an inchoative auxiliarygga'We can thus observe the follow-
ing contrast between the stative verb phrase “staagd &nd the accomplisment
‘opstaan'stand up

(60) a. 7?Sta
b. Ga staan.

(61) a. Staop.
b. *Ga opstaan.

(62) a. *Staniet.
b. Ga niet staan.

These matters of coercion and aspectual auxiliariesgbatirection of some
connections between aspect and the perspectival duafised here. Representing
a scenario as an action implies that it has an activity elentsnepresentation.
Passivization, on the other hand, leads to an exclusienaaftithity from the rep-
resentation of the scenario. So imperatives are in genaraimpatible with the
passive voice, unless an activity can somehow be intiotlutieel representation.
The internal structure of the scenario's and eventualdiealso help to make the
notion of aroleassignment more systematic. Roughly, the agent is whaaver i
volved in the activity, the patient is the individual who ighced in the process
driven by the activity or the culmination that eventuabyesn Due to the strong
requirements on the presence of an activity element iptbsartation imperatives
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form a useful tool in the study of aspect and thematic roles.

More interesting is the interpretation of temporal adigybrases in stative im-
peratives. Temporal adverbial phrases, those staitinigefiore’, "while' and so on,
are used to ‘ground' the main clause in discourse by calharstricting the pos-
sible event times for that main clalise.

(63)  When | won my only game against Bobby Fisher, | used yheoReaz
opening.

The example (63) from Steedman (2000) indicates thatdlserae exibility in the
temporal interpretation that the adverbial clause peHeits it is most naturally
interpreted as pointing to the game as a whole, not to thenguitdowever, this
exibility is lacking for imperatives.

(64) ?When you win against Bobby Fisher, use the Ruy Lopgmope

Sometimes the exibility is found in imperatives as wetlenWou leave the house,
switch off all the lights rst'. Possibly, this differesaduie to the fact that “leaving
the house' can be more readily thought of as a list of thidgd&fore closing the
door behind you. Note, furthermore, that the same goe®fonoalality.

(65)  When you win against Bobby Fisher, you will (*playfilayed) the hard-
est game of your life.

A similar observation can be made with respect to "befayehdral this adverb
points to the period immediately preceding that of thela@dlphrase event.

(66) Before you came in | was checking my mail.

This is most clear when the event preceding the coming ative.din that case
the sentence is naturally interpreted as saying thatéhwest&on until the point
where the next one starts. So (66) is understood as saythg Hmpeeaker stopped
reading his mail at the moment when the addressee cameeéneHobefore' allows
for there to be gaps between the adverbial phrase evemt maihticlause state.

(67) Unlike Freddy, Harry was already collecting stangye befwas nine years
old, but he lost interest at the age of three.

(68) Renate lived in Germany, Great Britain and the UnitegsSbefore she
moved to Amsterdam.

In (68) Renate cannot have been living in all those courgrtesthe point when
she moved to Amsterdam. In these contexts we get an ialisteEmpretation of
the state: there has been some period before the refererfadnich is indicated by

16See Mastop (2003).
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the adverbial clause) where the state held. This eXistewliiag is not available for
stative imperatives with “before'.

(69) Be out of town before the lecture begins, #but be baakeina welcome
the guests.

(70) Be standing at the gate before the car arrives.

The rst example shows that the commanded state has taieampitio the point
in time indicated by the adverbial clause. | believe thedrie holds for the second
example. There as well the addressee is commanded tonbafiesgate when
the car arrives.

The point seems to be (and it can be generalized to othésaabsresell), that the
imperative adverb only indicatesdlpectuahitiation and termination points, the
and deadline, of the action. It cannot indicaeagoratelation between that action
and another event. This makes the imperative a usefulimibiecstudy of aspect,
because it may help to distinguish other such aspectuatrguidl elements in the
interpretationt.’

5.9 Concluding remarks

In the semantics developed here we can of course not madeliglinnctions that
language allows us to make. For instance, promising sgni@gomeone is similar
to committing oneself to an action. That is, promises caendistinguished from
hortative "let me' sentences. Such contrasts could badette.g. by indexing com-
mitments by a reference to the person to whom we are commétzdin this way
we can interpret rst person singular hortatives as congrotieself to oneself to
act, and promises as committing oneself to the hearer to act.

In the context of comparing languages and describingl teatgraage, it seems
that we must not aim for completeness in the relation besyatax (grammar)
and semantics (i.e., that every semantic validity camiodsfi@d syntactically). The
language we are describing only grammaticalizes partfitiecan be meaning-
fully expressed. And different languages grammatidéiantthings. So the idea
that the semantics should only contain as much complettiy lamguage allows
us to express grammatically would lead us to develop destirantic theories for
distinct natural languages. Instead, the semantics bataiamorethan what can
be expressed in the one or the other natural languagehbutdtlse constrained in
another sense: it should explain the restrictions on whatteatiallype meant by
someone using the language. It should thereby accountifal restrictions on the

"This still does not exhaust the number of interesting dmmebetween aspect and imperative
mood. One last issue to be mentioned in this respect corfemiingetpretation of prohibitions.
Russian negative imperatives are predominantly imperf€ae perfective ones are only ‘warnings'
(Terras, 1960). However, it appears to be dif cult to sayprbeisely these meanings are, and what
it is about the perfective aspect that leads to such anatatton.



Concluding remarks 161

meanings of certain constructions. Let me give two examples

Past tense imperatives are never commands or permissidisiation is closer
to that of giving advice. We can explain this by pointinghattthere is no point
to threaten with sanctions (command) or to allow the agiemission) because
that will not in uence the outcome anymore. If not the pesen absence of a
threat, the only reasonable motivation for using an inyeevath a past reference
time is to point something out concerning the past, or tegexpn attitude towards
it. Instructing someone to add a line "Go to the party' ingesda for some past
occasion can only be made sense of if these past-pagegntithara given either a
descriptive interpretation or if they have consequendetsife action. The former
we see with some of the Dutch past tense imperatives, such as

(71) Als de baas dan zei “Ik heb het nog altijd vijf voor ngii, zei dan maar
niks, want anders kon je meteen vertrekken.

The other kind of interpretation we see with
(72) Had toch een kadootje meegebracht! Nu sta je te baekigksidollander.

So, rather than proposing that past tense imperativedyapessible for a certain
class of imperative meanings or forces (Wolf, 2003), vie: sxyolairthis restriction
semantically by reference to the notion of a schedule eatdtits to tense.

A similar case can be made for the hortative clauses. \\itérasn hortatives
the speaker is the person, or is a part of the group, adisesiseditterer of the
sentence. Because of this, it makes no sense to seekla fatitreutterance in
sanctions that the speaker might impose on the addrdssgeld hot perform the
action. The speaker can hardly threaten him- or hersefanittions. The speaker
can always put sanctions on him- or herself for not perépth@raction, but the
threat of sanction cannot be used to motivate the choiaasbebe choice whether
or not to sanction can be made to depend on the choice whatbétmact. l.e., |
can say to myself If | dont clean my desk, I'll hit me', utiktision not to clean
my desk can in principle always be a revision of my commitmtenimyself upon
not doing so. The plural rst person hortatives are morelegntfere the speaker
can be the leader of the addressed group, in which caseriretation is similar
to that of the singular sentence. Otherwise the speakelycanggest some action
that must be decided on by the entire group, or by the gralgs.leastly, the third
person hortatives will not be commands or permissions Hitteats are nonsensical
in these situations as well, given the absence of the pleosensehedule is to be
updated. This situation gives rise to a speci ¢ range ghashas been described
in the third chapter already.

Instead of saying that such rst and third person impetét/eonstructions
must be distinguished from imperatives because they Iféereatdange of mean-
ings, we should explain this difference in meaning frormattadt they are rstand
third person forms. This argument was also presented bari8un(i982), though



162 Actions in a semantics for imperatives

| have criticized her conclusions as taking the idea acstap We cannot exclude
the possibility that some constructions are really orggrative-like' but encode
really different meanings. The decompositional analysénfed in the section on
mood and modality must be kept in mind at that point. Wishongdme event to
take place is not the same as proposing the addition ofcemtaciome schedule.
The effect of tense on the interpretation of optatives tcawfar as | can see, be
explained in terms of the way schedules and temporal tidorara connected.
Finally, then, on the basis of the ideas developed in thterchad the previous
ones, we can come to a better understanding of what it mesaystt@mt 'some
language has a certain sentence type'. To identify soemesdype in a language,
we need to be able to attribute to it a common grammaticabfatrimterpret the
(atomic) sentences with that form as performing one opecaticontexts. The
interaction of that operation with context shifting opamatsuch as non-default
person or non-present tense can be used to explain parivafistien in uses,
contextual factors such as power relations between lagekdsound knowledge,
discourse structure, or lexical presupposition can bt esgdain other aspects of
that variation. However, if those two factors (shifters@mdxt) are not enough to
explain the full range of possible meanings—and ressiietiof the construction, |
hypothesize that we will have to analyze the constructiuarisg one (overt) form,
though not thereby grammaticalizing one common contexgelaeration.



Conclusion

To integrate imperatives into the formal study of meanihgoay has to meet at
least two requirements. The rst is a perspectival pturaligewing action: either
as a capability of an agent to engage in the world or as maec®of an agent that
is part of that world. The second requirement is a dynangieftaon of meaning in
which at least some sentences can be assigned a meapimgteumsl of postcon-
ditions. | have argued that the central role of the conddpishoand proposition
in classical semantics stand in the way of expanding the watk eld to imper-
atives. Consequently, the imperative mood should not bestoawtl as an operator
over a propositional variable, but as a basic ‘meaningeype'propositions, the
latter being the representatives of the declarative mood.

Thus, a semantics for imperatives along the lines of thefekius, McGinn,
and others does not suf ce in explaining the meaning and tsEs® sentences.
It creates an arti cial distinction between content anctifmin order to sustain
a theory of meaning that attributes an unequal weight @rateas. The aim for
upholding such a theory seems to be grounded in the bdlieétinal language
semantics must be centered around one explanatory ctrutepgnd framed in a
mathematically uniform way. However, if we take the geahafsics to be provid-
ing an idealized characterization of what capabilitieguadge user must possess in
order to be able to master the language, then the perspleetigan and sentence
type pluralism do not appear to be implausible at all. Tepguival maps from the
last chapter do not characterize an aspect of logical @brmey mirror a human
cognitive capacity that is re ected in natural language.

| have argued that what we mean, intuitively, by “the inyeesahtence type’, at
least when looking at English and Dutch, can best be undeasta semantic no-
tion. The sentence type category of "hypotheticals'spbpw Bolinger and others,
does correspond to a surface syntactically uniform ctinstrout it only charac-
terizes a heterogeneous set of sentences that, for afraastns, have an in nitive
main verb. One semantical aspect that many sentencesypitkizare, though, is
the rst person perspective. This observation ts with ypethesis of Blom that
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niteness marks declarative meaning—hence, a third perspective.

On the other hand, the pragmatic analysis of the imperatitence type fails,
because it cannot explain how the imperative meaninges@ed by semantic cat-
egories that shift the context of reference. If the impeveduld be something that
takes “content' and gives it ‘force’, then the in uence of sensaifts on that force
cannot be accounted for. Despite the fact that in many geguaperatives cannot
be embedded—Korean appears to be a counterexample te-thiis Rutch we did

nd past tense, irrealis imperatives and rst and thirebpehortative' imperatives.
Importantly, the context shifters affect the force' sktBentences, not just their
content, so it seems plausible to analyze the sentencaples itoperatives the
meaning of which is established imd@ractioof the imperative semantic function
and the context shifting operations.

Imperatives instruct (future) actions to one or more adeéesvhereas declara-
tives inform the addressee of (amongst other things) tineence of an event in the
world (history). Using these two distinctions, actiossiy@vents and future versus
past orientation, we can explain the range of convershtran@mns of imperatives
vis-a-vis declaratives from the semantic operationnt@yee Adding actions to a
schedule is connected to planning just as expandinggestiaptions of the world
is connected to forming beliefs. The step from meaning is e no longer a
bridge to be gapped by means of illocutionary force opelatbit is only a diversi-
cation of a general operation to the different contextsnwithich that operation is
applied: on the basis of an utterance by an authority, anbpse making a threat,
or as an invitation by a friend, and so on.

Past tense and non-second person imperatives servedie ithis point. A past
tense imperative is not semantically impossible, thoogieinto make sense of it,
we have to make assumptions about the context within wtiich sentence would
be sensible. Similarly, a rst person imperative cannbelexpression of a com-
mand, because such speech acts require that the speakenratriaal authority
over the person(s) instructed. When the speaker is ingt{actongst others) him-
or herself, the conversational force can only be one iigrvisuggesting.

Throughout the thesis | have not looked at (simple) impesatione, but | have
related them to a number of constructions that similadgmréheir meaning from
a rst person perspective'. Amongst those constructdpstrol) in nitives, sub-
jectless gerunds, root in nitives, root modals and hasafThose comparisons lead
to a number of suggestions for further research. Firsttbé adlea of a formal am-
biguity between root and epistemic modality could perbapghbnded to the other
constructions. In the third chapter | commented on the astnivetween hortative
and optative ‘let' sentences. Perhaps we can treat ttastdoran analogous man-
ner. Extending the idea further, we can ask whether théva-mith-subject does
not similarly allow for two decompositions. In some cassghifect seems to consti-
tute the perspective under which we view the action pcebgribe in nitive verb
phrase, in other cases the subject appears to be a patiabé thfeatfairs described
by the verb phrase.
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That brings me to a second open question. If the semantusstshabthere is no
need for a principle such as “every sentence has a subhjgetcan perhaps explain
the ‘tense' phenomena discussed by Stowell in terms dichée\ant contrast,
is there still a reason, within generative grammar, tdgtestucovert subject in
(Dutch) imperatives, in nitives, and related constrns®#dOf course there may be
syntactic motives for doing so, but as far as semanticsaggeesais that such an
assumption is not necessary.

A third question that comes up concerns the restrictioatimn® and "events',
especially in the last chapter. | did sketch how we mightl ékeeidea of perspec-
tival contrasts beyond this dualism, but much needs to bdalsee whether such
an extension is attainable. An important aspect to thisogusswhat parts of sen-
tence meaning can be accounted for in terms ofsugsttireand what calls upon a
notion of perspective taking that is not captured by arseiglyhose terms alone?
The work by Moens and Steedman and by van Lambalgen and Hplaimseke
distinctions between aktionsarten in terms of what pains @fent structure (even-
tuality) they “highlight'. | pointed out that the passiveevaimilarly marks a perspec-
tive on the event, though not one merely of highlighting @fidwe event structure,
but also one of focussing only on the individual beingeaffiecthe event (i.e., the
patient). | explained that the combination of this passive perspective with the
rst person perspective of imperatives yields a view oardras\seen through the
eyes of the person affected (the pamdargointhe action). All of this shows that
there is a wide varietylohdsof perspective taking involved in natural language in-
terpretation. A more detailed analysis is needed to olntaire ahorough view on
this variety of perspective takings.

Overall, the aim here has been to show what it means to de\sdamantics for
imperatives'. | have argued that taking imperativessbemoeans that we cannot
equate meaning with truth assignments. The function otenserdetermines in
a nontrivial way what its “content structure' will be. Fperatives this function is
instructing one or more addressees, which does not inpo&siang a proposition.
| believe that the analysis developed in the last two shégidars of, what Belnap
called, the Declarative Fallacy. Moreover, | hope he Wam rggiggesting that a
more balanced semantics will provide a more fruitful amsttuin philosophical
analysis.

[...] what [interrogatives and imperatives, RM] share with diselsiia this:
that unless we bring them to light, or the light to them, there ¢ mise of
philosophical importance that will also remain in the deglngp, 1990, page
11)






List of de nitions

Set theoretic notation

Xy The set consisting ®Bfy, and so on.
x X P(x) Thexin X, such thak has propertf.

X Y xis a member of the Sét
X Y xis not a member of the sét
X Y Xisasubset of. If x X, thenx Y.
X Y Xis a proper subset¥f X Y andX Y.
X Y The unionofX andY.x (X Y)iffx Xorx Y.
X Y The intersection of andY.x (X Y)iffx Xandx Y.
X Y The complement inY,ie., x X x Y .
X) The powerset of,i.e., Y Y X

The empty set. For nq x

Ontology

DEFINITION A.1.  [Primitives]
The following are all primitive setsis a set of actions,a set of events, a set of

objects, and a set of persons. The perspectival map connecting aations an
persons to events is ( )

is a set of thematic roles, containing at éepesitThe assignment functioale:
(( ) ) states which objects play which role in the event or action,
respectively. The ragents not assigned for actions, aold (a p) agent p.

DEFINITION A.2.  [Times]
Let be a set of times, or durationsOn this set there are two relations:

is a relation of inclusion satisfying transitivity, reigxanti-symmetry, and
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the axioms of conjunction and disjunction;

REFL X(X X)
TRANS xVyz(x y&y 2 X 2
ANTI-SYM X (X Y& X Y y X
CONJ X WX VY Zz X&z y& u((u x&u y) u 2))
DISI] X WX VY Zz xX&z y& u(u x&u Yy u 2)

Herex v &« 2z x&z yandx y « zX z&Yy 2.

is a relation of precedence satisfying transitivity arekiuity.

IRREFL X (X X)
TRANS X yz(Xx y&Yy 2 X 2

The two relations also satisfy the axioms of left and rigidtomicity and of dis-
junction monotonicity. The two operatér&ndP satisfy the axionf&/T andPAST.

zZz x z )
2z 'y x 2)
2y z y (x 2)
2z 'y (x 'y 2)

LEFT MON X WX
RIGHT MON X WX
DISJ LEFT MON X WY
DISJ RIGHT MON X WX

<K XK

FUT X WX y F(X))
PAST X WX x P(y)
The weak order is de ned by: iff or

Situations and schedules

DEFINITION A.3.  [Situations and schedules]

A situatiorsis a subsetof ()  TRUE,FALSE.

A schedule is a function (( ) DO,DON'T ).

The set consists of all situations and the sebnsists of all schedules.

DEFINITION A.4.  [Consistency]
A situation izonsisteiff it meets the following constraints.

(e ) TRUE s& (e ) FALSE s
(e ) FALSE s& (e ) TRUE s

A schedule is consistent iff it meets the constraints that, for all ,

(@)obo (P& (@ )ponN'T (D)
(@ )boN'T (P& (@ )oo (P
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DEfFINITION A.5.  [Complete]

A situation is-complet® eand , (e ) is either true or false A schedule
is complete iff p, aand , (@ ) is either to be done or not to be done (p).
sresp. iscompletdfitis -complete for all.

DEFINITION A.6.  [Commitment]

A commitment 4 ) is callecpre- iff and post- iff . Furthermore,
(a ) is apositiveommitment in (p) iff (a ) bo (p), and @& ) is anegative
commitment in (p) iff (& ) DON'T (p)-

DEFINITION A.7.  [Expansions]
The positive and negative expansions of schedules adeinlévesfollowing man-
ner.

s (e) s (e ) TRUE

s (e) s (e ) FALSE
P (@) (M (a)Dpo
P (@) (M (@ ) DON'T

The (positive or negative) expansionsath an action fopare written ,(a )
and ,(a ). Theresults of these operations are such thatdor @lithe schedule
remains the same.

DEerFINITION A.8.  [Ful llment]
The concept of a commitment befglled in a situation is de ned as follows:

a positive commitmend( ) is ful lled bypinsiff (ap) ) TRUE;
a negative commitmer# () is ful lled bypinsiff (ap) ) FALSE

A schedule(p) isfollowedn siff all positive and negative commitments(p) are
ful lled by pin s A schedule is followed irsiff it is followed by eveny

DEFINITION A.9.  [Executable]
A schedule(p) isexecutable siff for somes 5§ (p) is followed irs. A schedule
is executable siff it is executable for eveyy

Syntax

DEFINITION A.10. [Vocabulary]
Let be aset of names, and set of verbs. Then for edth ,V
andv : k1 are the two application functions of the verb.

DEFINITION A.11.  [Atomic sentences]
The language o consists of all strings of the foum, ne! andVn, Ne 1
for allVvV such tha is ak-place function, and for ai Ne 1
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DEFINITION A.12. [Complex sentences]

1 o Is the smallest set such that (i) if 4, then 1 and (ii) if
1, then 1.

2 1isthe smallest set such that (i) if 3,thenals® F now 1| ,
andR 3, (i) if 3 contains only declarative atoms and does not
containshouldr couldthenshoulfl ), andcould ) 3; and (iii) if 3
contains only imperative atoms and does not caitairicbr couldandq

, thenshoulf ) couldg ) le{q ), andyou 3.

Possibilities and states

DEFINITION A.13.  [Possibilities]

A cognitive state is a set of possibilities (). The set of all possibilities is
called and the set of all possible cognitive stdt¢ss called . The minimal state
isl ( ) andthe absurd statéis

DEFINITION A.14. [Quandary freedom]

A possibilityg ) is a quandary iff for sorpe (p) is not executable &lqf is the
set of all non-quandary possibilities calledjuandary fra& no possibility in is
a quandary.

DEFINITION A.15.  [Temporal restriction]
The situatiorsup to is (s ) and the situatiosfrom on is ( 9. Similarly, the
schedule upto is( )and the schedulefrom onis( ).

(s ) (e )B s
(9 (e )B s
() p @)C (P
() p @)C

Here,B  TRUE,FALSE andC DO,DON'T .
If s (s )we say thatis -restrictedf () we saythatis -restricted
The temporal restrictions of states are de ned as follows.

() (s)C )N 1 (s)

() C9C ) I (s)
DEFINITION A.16. [Modal bases]
The modal basepistemideonticanddynamiare functions that meet the following
constraints.

epistenic ) i &s s& i )D&
§is -complete
deontic ) i &s ()& )D&
§is -complete & ( ;) is followed irg)
dynamic ) lji &s (3 )&s (5)&

s§is -complete & ( ;) is executable m
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Update
DEFINITION A.17.  [Interpretation]
Names are interpreted by the rigid designatipn [ . As a shorthand,
[Ny n] means ] [n«]. Roles are assigned by the functiohV is a

k-place function, then(V ) is an array d€ different roles. Furthermore,
if V) n r« ,then (V) agentr e
The functions/ andV have to meet the following constraints.

IfV ([m n]) athen il i k rolda (V )) [ni);
IfV ([n nd) athenV ([ng . nd) (@[ 1)

a ande are the action commanded by ( and the event asserted by
respectively.

DEFINITION A.18.  [Context]

A contextcis aquadruple p ,with : , andp . The set of
all such contexts

If cis a contextg, &, G and ¢, are the projections of its members lis the
absurd state, thens called absurd.dfis a context, theg0)is 0 6 g ¢ . If ¢ is

quandary freeis also called quandary free.

DEFINITION A.19. [Update, atomic sentences]
Letc p be a context and an atomic sentence. The positive update of
cwith isqd ] p and the negative updatecokith isd ]

p . The rstarguments of the output contexts are de ned asvillf
quandary free,

Vn s (&n) ) I (s) &
s (e/n )Iis -restricted & consistent

Vn s (&n) ) I (s) &
s (e )Iis -restricted & consistent

vn! s (@n) I s5) &
(ayn ) Iis -restricted

vn! s @n) I (s) &

(a/n )is -restricted

Otherwise, the outcomeds
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DEFINITION A.20. [Update, connectives]
The positive update][ and the negative updatg [of c with
below. If quandary free,

, are de ned

qd 1] d ]
qd ] d ]
d ] dlh lheaa
d ] d 1]
d 1 d1)]
qd 1 dl)h lheaa

Otherwise the outcomed®).

DEFINITION A.21. [Update, shifters]
Letcbe a context and a sentence inz. Then the update afwith is de ned as
follows.

dnow ] G howag G [ ]
dP ] g P@aeal]
dF ] g F@) esal]
dql ] Geeel]
dR ] G @ G now[ ]
dyou ] GG meg| ]
dlet(q )] aGqal]
dshoulth 1] cif deontic, ) F(©) 9 & !
0) otherwise
dshoulfy )] cif dynami; &) F(o) g [ '] O
d0) otherwise
dshoul@ )] cif epistemig ¢) F(G) G G
d0) otherwise
dcould )] cif epistemic &) F@) e[ ] O
d0) otherwise
DEFINITION A.22.  [Validity]
A sentence is accepted in contexiff ¢ (d ] )i. Atext ; n Supports a
conclusion iffforallc, d 1] [ 1] . The statement that this is so is written

aSl n
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Samenvatting

In de semantiek wordt de betekenis van zinnen van natutalgk, zoals Neder-
lands en Engels, geanalyseerd door middel van formele Deglarakteristieke
eigenschappen van bepaalde taalkundige constructess aaordhet licht gebracht
door aan te geven hoe zinnen in die constructie zich varltoudedere zinnen
wat betreft onder meer consistentie, logisch gevolgrtahddit proefschrift pre-
senteert een studie van de gebiedende wijs en, meer aldem@earan wijs (ook
wel ‘modus’ of “zinstype' genoemd) in een dergeijke analyse

Zinnen in de aantonende wijs worden normaal gesprokeikgebrule eigen-
schappen, omstandigheden en verrichtingen van menseteenvegzens en ob-
jecten te beschrijven. Gebiedende zinnen daarentegem delfilnctie om mensen
(en andere wezens) tot bepaalde handelingen aan te spgesenGlit verschil in
functie ligt het voor de hand dat aantonende zinnen eemanpeullen hebben—
dat object of die persoon waarvan de eigenschappenatirvgernovorden beschre-
ven—terwijl dat voor gebiedende zinnen niet het gevatdagft. Instructies zijn
gericht aan een persoon, maabdijeffenleze persoon niet noodzakelijkerwijs en
zodoende is er geen voor de hand liggende reden waaronmziheen dergelijke
functie een onderwerp zouden hebben. Een verdere redwatisequentie is dat
aantonende zinnen betrekking hebben op een verledewohtesitde, of gelijktijdig
plaatshebbende gebeurtenis en gebiedende zinnen eevohogida of toekom-
stige handeling betreffen. Tenslotte is er het verschamtanende zinnen infor-
matie verschaffen over hoe de wereld feitelijk zou kupmeterzvijl gebiedende
zinnen mogelijkheden, verboden en verplichtingen biedele aangesproken per-
soon.

Wanneer nu, zoals gebruikelijk is in de literatudretkkenigan zinnen van alle
vormen en wijzen wordt opgevat als een ‘waarheidscetfditimoud’ (d.w.z. dat
de betekenis van een zin wordligeti ceerd met het benoemen van de waarheids-
waarde van de zin in alle mogelijke omstandigheden), ddretkeoornoemde
functieverschil niet als een betekenisverschil wortiseled. Een gebiedende zin
kan dan alleen nog maar worden begrepen als een instruétima@ om een
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bepaalde beschrijving van de toekomst waar te makennDihigteovereen met
de grammatica en betekenis van feitelijke gebiedendeiritaden zoals het En-
gels en het Nederlands, wat kan worden aangetoond aan garhdedvolgende
observaties.

Ten eerste is het verrichten van een handeling—zeg, heeopiain een ballon—
niet hetzelfde als het waarmaken van een beschrijvingg—edatballon opblaas.
Slechts in het tweede geval is de actor ('ik") een ondarddeitgeen waarnaar
verwezen wordt.

Bovendien zijn er bepaalde taalkundige fenomenen mékibgtret de ge-
biedende wijs die moeilijk zijn te ondervangen met dedredé benadering. Een
voorbeeld daarvan is het contrast tussen de volgende zinnen

(1) Zet ieders telefoon uit.
(2) Zet allemaal je telefoon uit.

De tweede zin zegt niet, zoals de eerste dat doet, dat dpra&rgepersoon erop
toe moet zien dat ieders telefoon uit is. Het woord “alldsatetent hier dat elk

van de aangesproken personen de instructie, je telefettemuidient uit te voeren.
Deze kwanti cerende term heeft dus een semantische dimaoiet is te analyseren
in termen van het beschrijven van situaties. Een anderstaslat tussen de nu
volgende zinnen:

(3) Was (Patricia) maar niet met die uitgever in zee gegaan.
(4)  Was (*Patricia) dan ook niet met die uitgever in zeengegaa

In de tweede voorbeeldzin, in tegenstelling tot de eeesta,derde persoonsonder-
werp niet toegestaan. De eerste zin, met ‘maar', druktsleiinkat een gebeurtenis
niet plaats had gevonden, nl. dat de aangesprokene&/Raizes ging met die uit-
gever. De tweede zin, met ‘dan ook’ of ‘toch', drukt eentwetwgericht aan de
aangesprokene, dat de handeling van het in zee gaan nigédee un het verleden
niet verricht had moeten worden.

Een derde reden om af te wijken van de standaard benadernyalpiealende
zinnen in de semantiek betreft de regels voor het cohéreik gan zulke zinnen.
Hierbij is het volgende onderscheid illustratief.

(5) Als Hubert met zijn moeder belt, is hij uren in gesprekeHus niet uren
in gesprek. Dus hij belt niet met zijn moeder.

(6) #Als je nog iets nodig hebt, bel dan Hubert. Bel Hubértie je hebt niets
nodig.

De vorm van de eerste redenering heet Modus Tollens, enoddizgemoonlijk
als een geldige redeneervorm beschouwd. De tweedengdenam schijnbaar
dezelfde vorm, maar evident ongeldig (d.w.z., incohétentjerschil kan als volgt
worden begrepen.
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De conditionele zin in (5) kan zo worden gebruikt dat deespmak uitsluit dat
hij of zij al weet of Hubert uren in gesprek is. De conditgarialin (6) kan echter
alleen worden opgevat als een aansporing die in het madadiéaaangesprokene
nog iets nodig heeft, en die dus in het midden laat of de @@kges Hubert dient
te bellen. Dit betekent dat de tweede, onconditioneledgate zin regelrecht in
con ict is met de voorafgaande zin. Zodoende is de opeegwayg zinnen in (6)
incoherent.

Een ander voorbeeld is de zogeheten "Ross paradox':

(7) Ik heb de brief in de brievenbus gedaan. Dus is het zodiabikef heb
gepost of verbrand.

(8) #Stop die brief in de brievenbus! Dus post hem of veltoeand

De regel "disjunctie introductie' is niet van toepassipgbigdende zinnen. Over het
algemeen zegt een zin (aantonend of gebiedend) van deof@rdahA en B beide
mogelijk zijn. Dat gegeven wordt in beide bovenstaantnteEgengesproken door
de voorafgaande zin. Het is echter mogelijk met de aaraaiendl of B' te zeggen
dat deze in zijn geheel waar is, zonder daarmee te bewemmetidt als B voor
mogelijk wordt gehouden. Dit is wat het woordje "dus' sgmal/oor gebiedende
zinnen is er niet iets vergelijkbaars. Wij kunnen niet ket Beof B' uitspreken
en daarmee zeggen dat alleen “het geheel' bevolen wdettdabraarmee een
keuze wordt geboden aan de aangesprokene. In de termiverode Griceaanse
pragmatiek kunnen wij dus zeggen dat de implicatie vanuzenikeyebiedende
zinnen met “of' niet ‘cancelleerbaar’ zijn.

Het proefschrift is als volgt georganiseerd. In het eeddtistak bespreek ik
de taal loso sche literatuur aangaande het onderscis&htainswijzen. Ik bekri-
tiseer de pogingen om gebiedende zinnen te analysergkapte beweringen of
als bevelen tot het waar maken van aantonende zinnentsu@éaaan stel ik voor
dat er een perspectivistisch onderscheid wordt gemaahktdabeurtenissen, zoals
die worden gerapporteerd in aantonende zinnen, en hgadeloals die worden
opgedragen in gebiedende zinnen. Dit onderscheid legdbmgaelijk tot een du-
alisme met betrekking tot de betekenis van werkwoordeaarps zowel iets dat
kan plaatsvinden als iets dat gedaan kan worden. Dat dualisamter plausibel
en vertegenwoordigt in de semantiek de cognitieve d¢apacteekunnen wisselen
tussen beide perspectieven.

Het tweede hoofdstuk betreft de taalkundige opvattingedgéliiedende wijs
in het Engels niets meer is dan een directief gebruiktgdficonstructie. 1k be-
toog, contra ondermeer Bolinger en Huntley, dat de Engaeisefiniet semantisch
homogeen is en dat de voorgestelde semantische analydequaat zijn. Aan de
hand van het proefschrift van Blom wordt aangegeven dhijiadease homogeni-
teit een heel andere oorzaak kan hebben, t.w. dat bewersadedie betrekking
hebben op gebeurtenissen, altijd een onderwerp hebbexraeiogd een werk-
woord dat daarmee conjugeert. Niet-bewerende zinnem Ivelalkebetrekking op
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handelingen en hebben om die reden vaak niet een onderetesyerkivoord kan
dan de in nitiefvorm krijgen.

In het derde hoofdstuk bespreek ik complexe gebiedende. Zzmnle eerste
plaats zijn daar de verledentijds-imperatieven van hetdweld. Aangezien deze
moeten worden begrepen als instructies relatief aaredeniezuzemoment, laten
zij de noodzaak zien om tot een semantiek van gebiederateteitomen die
gebiedende zinnen niet gelijkstelt aan de taalhanda@lihgtvgeven van feitelijke
instructies aan de aangesproken persoon. Een verdenavgumeen dergelijke
semantiek ligt in de zogeheten "hortatieve' construttimatee, gevolgd door een
nominatief voornaamwoord in de eerste of derde persoaniemigef.

(9) Laten wij een lied zingen.
(10) Laten zij zich met hun eigen zaken bemoeien.

Deze zinnen dienen te worden begrepen als gebiedendalidrgeicht zijn aan
iemand anders dan de persoon die feitelijk wordt toegasprok

In de laatste twee hoofdstukken presenteer ik een formafdisle voor ge-
biedende zinnen die de valkuilen van eerdere benadegnggdt\en waarmee
de eerder genoemde verschillen tussen aantonende emndeldethen kunnen
worden gekarakteriseerd. In hoofdstuk vier wordt eea lagic beide zinswijzen
geformuleerd, die de Ross paradox en aanverwante profolerkemt. Ook wordt
aangetoond dat het 'vrije keuze permissie' probleem vanrKdinmodel een-
voudig is verholpen. Het vijfde en laatste hoofdstuk l@adiigverking van deze
semantiek, waarbij ook de temporele en agentieve aspeajebigdende zinnen
worden verdisconteerd. Het hoofdstuk eindigt met eerekiegprvan een twee-
tal nog openstaande kwesties: zinnen die een gebiedeedeaantenende zin
verbinden middels een coordinerend voegwoord (zogehigezhmood' zinnen)
en grammaticaal en lexicaal aspect in gebiedende zinnen.



