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Abstract

In the 1980s, backpropagation (BP) started the connectionist bandwagon in Natural Language Processing (NLP). Although initial results were good, some critical notes must be made about the blind application of BP. Most such systems require that contextual and semantical features are added manually by structuring the input set. Moreover, these models form a small approximation of the brain structures known from neural sciences. They do not adapt smoothly to a changing environment and can only learn input/output pairs. Although these disadvantages of the backpropagation algorithm are commonly known and accepted, other more plausible learning algorithms, such as unsupervised learning techniques, are still rare in the field of NLP. The main reason is the high complexity of unsupervised learning methods when applied in the already complex field of NLP. However, recent efforts implementing unsupervised language learning have been made, resulting in interesting conclusions.

Taking off from this earlier work, this paper presents a recurrent self-organizing model (based on an extension of the Kohonen feature map), which is capable of deriving contextual (and some semantical) information from scratch. The model implements a first step towards an overall unsupervised language learning system. Simple linguistic tasks such as single word clustering (representation on the map), syntactical group formation, derivation of contextual structures, string prediction, grammatical correctness checking, word sense disambiguation and structure assigning are carried out in a number of experiments. The performance of the model is as least as good as achieved in recurrent backpropagation, and at some points even better (e.g. unsupervised derivation of word classes and syntactical structures). Although premature, the first results are promising and show possibilities for other even more biologically-inspired language processing techniques such as real Hebbian, Genetic and Darwinistic models. Further research must overcome limitations still present in the extended Kohonen model, such as the absence of within layer learning, restricted recurrence, no look-ahead functions (absence of distributed or unsupervised buffering mechanisms) and a limited support for an increased number of layers.
Background

The importance of connectionism in Natural Language Processing (NLP) has been advocated by many researchers lately. The ability to represent knowledge in a distributed way without the addition of explicit knowledge structures and loss of generality convinced many in the field of the usability of such techniques in NLP [Graubard, 1988]. However, most neurally inspired models implement only a fraction of the knowledge found in neural sciences. The main reason for this is the tremendous complexity of biological neural nets. Beside the large amount of neurons and connections needed, there is the mathematical complexity of the feed forward and learning rules.

The popular backpropagation algorithm is a very restricted example of such neurally inspired networks. There are no connections within a layer, only between layers. So, only connections between these (usually three) layers learn. Furthermore, a small number of architectures feature recurrent fibres. If one puts the biological neural nets next to these models, just a small shadow of resemblance remains. What is known of neural structures in the cortex tells us at least that there are connections within a layer, which are learned just as the inter-layer neurons are. Brain structures consist of multiple layers. Next, there are many recurrent fibres connecting neurons at different layers. All connections learn due to synapical plasticity, there is constant adaption to a changing environment by reformations on the cortex map. The model converges to something else than a zero-point or zero-line in a multidimensional space: more realistic models do not converge in the way proposed in various models, but show chaotic behaviour.

Backpropagation is a so-called supervised learning algorithm where an external teacher adjusts the weights [McClelland et al., 1986a] [McClelland et al., 1986b] [Rumelhart et al., 1986]. Unsupervised learning rules (without an external teacher) have been developed in different directions. All of them are based on a competitive learning principle: if a pattern fits best on a certain region on the map, adjust the weights so it fits even better on this position the next time it is presented [Rumelhart et al., 1985]. These rules in their turn are all derived from the Hebbian learning rule: if two neurons are activated at the same time, increase the connection strength between them. Globally we observe three main streams of research efforts. First, there are the competitive algorithms of Grossberg and Kohonen. Grossberg uses a two-layer, fully interconnected model based on competitive learning principles: Adaptive Resonance Theory ART [Grossberg, 1980] [Grossberg, 1988] [Carpenter et al., 1988]. Kohonen developed a one-layer map where all input sensors are connected to all neurons. The map doesn’t fire but results in the formation of a topological map of the input sensor values: a Self-Organizing Map. Next, the more Hebbian models of Von der Malsberg and Linsker can be distinguished [Hebb, 1949], [Malsberg, 1973], [Linsker, 1988]. Here, the learning rule adapts all connections in all directions. Finally, recent developments indicate good possibilities for evolutionary models based on Darwin's selection theories and the so-called Genetic Algorithms. These models implement population theories in neural nets: successful populations multiply faster than ones that are unsuccessful (with respect to some quality measurement) [Holland, 1975] [Goldberg et al., 1988], [Goldberg, 1988]. The unsupervised learning algorithms mentioned above are ordered in increasing complexity.
Unsupervised learning might be defined as the total absence of a central control mechanism which implements an external teaching unit. There are different interpretations of this definition. One can abandon a central control mechanism totally or accept it at the neuronal group level. There is no evidence for central control mechanisms in the human brain. Neural sciences indicate a locally distributed organization. Specific functions are implemented in specific parts of the brain. Moreover, locally this knowledge is distributed implementing association, generalization and adaptation mechanisms. A low level normalization process can be seen as a necessary locally specific function, implementing the overall unsupervised learning process. But, it could also be abandoned completely on grounds of not being unsupervised (some central mechanism must control the normalization). The neurological plausibility of this decision has a very vague border: what is local and what is locally distributed? At first sight central control mechanisms must be avoided. All knowledge should be distributed. But if a subnet implements a specific function, different learning rules and inter-layer connections can be seen as a locally specific functions making that part of the net especially suitable to implement a certain function.

In certain cases the application of neurally inspired methods in NLP is obvious. In others, it can be real hard to develop them. Spelling corrections, lexical access, word sense disambiguation and generalization are implemented by relatively simple means. These problems use the most basic and implicit present characteristic features of neural nets: association and generalization caused by the parallel distributed knowledge representation. On the other hand, to solve the representation of time (or sequences needed to define grammatical correctness and to carry out a sentence parse) in parallel systems is quite a problem. In sequential processing, contextual information of sequential strings is gotten for free. However, in parallel processing one can either add explicit time marks (increasing the dimension of the input vectors), or concatenate different parts of the input towards one large vector (the window principle), or add buffers to the system, or use recurrent fibres. Where the first two options are not really expected to be found in biological systems, the second one has its roots in the seven plus/minus two window theory of human short-term memory [Miller, 1957]. But, there is a psychological problem, windows as implemented in current neural nets use seven plus/minus two characters, phonemes or words as input. Results from psychology indicate that the size of a short-term memory is about seven plus/minus two, but the question is seven plus/minus what. Different people have different objects in short-term memory. Therefore a simple window mechanism on character, phoneme or word level doesn’t suffice. The third option has not yet been worked out in relation to neural nets (at least, not without the addition of an overall control mechanism). A buffering system working at different hierarchical levels can overcome the disadvantages of window systems. However, results are juvenile [Powers, 1989]. The use of recurrent fibres already had great impact in the connectionist language processing community [Elman, 1988] [Cleeremans et al., 1989] [Allen, 1990]. Several features of recurrent fibres are analysed thoughtfully, making them suitable in an unsupervised environment. Fibres as added here result in a model able to recognize finite state grammars (FSG). However, finite state machines (FSM) alone are too restricted for complete natural language processing. The occurrence of an object in a FSG string depends, just like in many NLP sentences, only on objects encountered in the near past. One needs more powerful mechanisms, such as the ability to anticipate on forthcoming string elements, to implement some form of context sensitivity.
Other important questions in unsupervised (connectionist) language learning concern the need for semantical additions in the learning set, the importance of negative information and the need for recursion. In other words, how much can be learned without semantics.

From a theoretical point of view the implementation of recursion in neural nets is very interesting. However, do we really need recursion to define grammatical structures or can natural language be recalled by using association in a distributed neural net? The research carried out tries to provide an answer to the questions posed.

After the evaluation of backpropagating connectionist NLP systems [Scholtes, 1990], our current project aims at the application of unsupervised learning mechanisms to NLP problems. The present paper describes results obtained with an extended Kohonen model. The model performs a number of linguistic tasks. As mentioned, the author is aware of the implicit restrictions made in the self-organizing map, but by investigating a recurrent Kohonen map, the research serves two purposes. First, it will demonstrate that the Kohonen map can be very useful in NLP and other symbolic processing jobs [Hemani et al., 1990], although so far it is mainly used in vector quantization processes and not known for its symbolic processing abilities yet [Rubner et al., 1990]. Second, the model learns linguistic structures from unformatted strings passing by: an unsupervised learning process applied to NLP. Future research may use other unsupervised learning algorithms in NLP, based on experiences obtained with the relatively simple Kohonen feature map.

This research is part of a study towards the usability of connectionist learning methods in natural language processing. This in its turn is part of a long term project developing new methods in computational-linguistic areas such as data-oriented parsing, early language acquisition, and structural/semantical disambiguation.
Introduction

The Kohonen formalism is a competitive learning algorithm [Kohonen, 1982a, 1982b, 1982c, 1984, 1988, 1990a, 1990b]. A two-dimensional map is constructed in a rectangular or hexagonal structure from individual neurons. Each neuron has a number of input sensors with an input activation and an input weight. All neurons have the same number of input sensors. The learning rule acts in the following way. First, copy the activation values of an input element into all input activation sensors of all neurons. Next, determine the best match by finding the neuron with the minimum mathematical (e.g. euclidean) distance between input and weight values. Then, adapt the weights of the neurons within a certain region of this minimum, so they'll recognize the current input vector better in the near future. After numerous cycles, a topological map is formed, holding related elements in neighbouring regions.

Obvious applications of Kohonen feature maps in language processing can be found in [Miikkulainen et al., 1988a, 1988b], and [Schyns, 1990a, 1990b]. Although actual learning is done with a supervised learning method, the Kohonen formalism plays a conceptually significant role. Another attempt to use Kohonen feature maps in NLP can be found in [Ritter et al., 1989b, 1990]. Here, words are taught to a single Kohonen map by feeding the concatenation of a symbol code and a context code into the input sensors, resulting in a so-called *semantotopic* map.

To achieve automatic derivation of syntactic features as well as syntactic structures, one has to use a method similar to the one as proposed by Ritter: add implicit context sensitivity to the system. There are several methods to do this. First there is the window principle, as used by Ritter, which results in a restricted sentence length. In [Kohonen et al., 1981] the authors propose a centrally guided buffering mechanism to implement temporal processing abilities. Although this is a practical solution, we prefer a more distributed and unsupervised mechanism. In [Tavan et al., 1990] sensor values are exchanged between a sensor and a feature map, resulting in the formation of an associative memory. Although interesting, this is unsuitable for our current purpose. Next, [Thacker et al., 1990] describes the design of an unsupervised multi-layer context-sensitive model, which uses recurrent fibres. This is a problem in the Kohonen learning algorithm: it lacks a notion of firing. [Kangas, 1990] provides a solution for this problem, making it possible to use recurrent fibres in a multi-layer Kohonen map.

Kangas calculates the degree of correspondence between input values and weight values for all neurons on the map. Every neuron is represented by a dimension of a vector. This vector expresses the activation of the feature map to an input vector. By averaging this vector in time, the system gets more or less sensitive to changes and noisy input. The result of this vector is fed back into the first layer as contextual information. So, the input vector of the first layer consists of the concatenation of a (randomly assigned) symbolic part and a recurrent contextual part. The output vector of the first map serves as input for the second map.

Over time, the dimension of the input vectors of the second map definitely gets too large for efficient simulations. Therefore, it is normalised and reduced in dimension. Although normalisation and dimension reduction are supervised processes, they can also be interpreted as a (natural) resource usage process (if one neuron uses more chemical resource to obtain a voltage increase, there is less left for other neurons, resulting in a voltage decrease) [Malsberg, 1973]. On the other hand, this process should not be necessary if enough computational power would be available. By learning both maps according to the Kohonen formalism, the first map forms an ordering with syntactically equivalent words in subsequent regions, and the second map holds related contextual structures in neighbouring regions. All resulting from single strings just passing by.

The presented model only exhibits left-context sensitivity. However, Natural Language Processing needs something more powerful. Often, the information that has been processed in the near past provides enough context to disambiguate what follows. But sometimes one needs information from the more remote past as well as the future in order to disambiguate complex
grammatical structures. The model shall not succeed in this without the addition of a buffering mechanism (or memory), capable of processing information in a way which is common knowledge in sequential processing. The main problem is the lack of understanding of a possible buffering system which is not controlled by a supervised mechanism, which would result in a bottle-neck or in an unrealistic model of human information processing. Future research has to clarify this shortcoming of the model as it is proposed here.

In order to be useful in sentence processing systems, the neural net should at least meet the following objectives:

- Cluster (equal) words in regions of the map
- Word class derivation on syntactical and semantical grounds
- Predict next elements in a string
- Determine grammatical correctness of a string (accept or reject it)
- Disambiguate word senses
- Attach a structure to a sentence

By combining the neural net with a conventional shell, which provides information to be processed in a convenient way, a sentence processing model is simulated where the model learns everything it knows from an unsupervised learning algorithm.
**Definitions**

- \( N^{(1)} \): Number of Neurons in first layer
- \( N^{(2)} \): Number of Neurons in second layer
- \( n_s \): Dimension of Symbol vector
- \( n_r \): Dimension of Recurrent vector
- \( n \): Dimension of Input vector
- \( L \): Layer number
- \( M^{(L)} \): Set of all neurons in map \( L \)
- \( k_v \): Number of neuron on map

- \( x^{(1)}_s(t) \): Symbol Input of the first layer
- \( w^{(1)}_s(t) \): Symbol Weights of the first layer
- \( x^{(1)}_r(t) \): Recurrent Input of the first layer
- \( w^{(1)}_r(t) \): Recurrent Weights of the first layer
- \( x^{(1)}(t) \): Concatenated Input of the first layer
- \( w^{(1)}(t) \): Concatenated Weights of the first layer
- \( y^{(1)}(t) \): Activation Measure of the first layer
- \( y^{(1)}(t)'' \): Sharpened Activation Measure of the first layer
- \( y^{(1)}(t)'''' \): Averaged Activation Measure of the first layer
- \( \zeta_i \): Vector representing dimension \( i \) of \( N^{(1)} \)
- \( x^{(2)}(t) \): Input of the second layer
- \( w^{(2)}(t) \): Weights of the second layer

**Algorithm**

The learning algorithm consists globally of 8 steps. Below, they are discussed in detail. The number between square brackets corresponds with the step of the algorithm in the box on page 10.

First, a number of random vectors is generated to represent codes for the symbols encountered in the learn set. These vectors have a dimension equal to the amount of input sensors of the first map. The input vector \( x^{(1)}_s(t) \) and the weight vector \( w^{(1)}_s(t) \) of the first layer are concatenations of the vector code for an element \( x^{(1)}_s(t) \) and the recurrent context \( x^{(1)}_r(t) \), respectively, of their weights \( w^{(1)}_s(t) \) and \( w^{(1)}_r(t) \). Random vectors are substituted for \( x^{(1)}_s(t) \). Because the dimension of an output vector of the first map is reduced for reasons of complexity only, a second set of random vectors is generated, each representing a dimension of the recurrent input vector \( x^{(1)}_r(t) \). These vectors form a random basis for the recurrent input space.
and are indicated by the symbol $\zeta_i$, where $i$ is the dimension number. Later on, an exact definition of this dimension reduction shall be given [step 1].

Next, an input sentence from the learn set is split into separate objects, each representing a word. An external algorithm determines unique elements occurring in the learn set and assigns (at random) a code from step 1 to each of these words [step 2].

Depending on the number of learn cycles, the model selects sentences from the learn set at random. Its separate words are successively fed into the system one by one. This step is repeated for the desired number of learn cycles [step 3].

Steps 4 to 8 are repeated for every word in the sentence. As stated, the input vector is a concatenation of a symbolic and a recurrent vector. The symbol vector is one of the random vectors generated in step 1. If the first word is fed into the system, there is no context available. Therefore the recurrent vector equals the zero-vector. Then, the input vector is the concatenation of the symbol vector and the zero-vector. If, on the other hand, there has been previous input, the input vector is the concatenation of the symbol and recurrent vector. Weights are always a concatenation of the symbolic and recurrent weights, otherwise previously learned information would be ignored. The result of the input concatenation is fed into the first layer of the model [step 4].

$y^{(1)(t)}$ represents the activation measure of the first layer. If a word is the starting element of a string, the previous activation of the first layer equals the zero-vector (this is the activation of the former element in a string, used to average the input). The activation value of a neuron on the first map is always calculated by subtracting the input of neuron $i$ on the map from the weight of that specific neuron. The smaller this result, the better the neuron represents the input vector. This value is increased by a small value $\delta$ (to avoid dividing by zero), and inverted. So high values correspond to perfect maps. The same calculation is repeated for every neuron on the first map, resulting in a vector with as many dimensions as neurons on the map. As a matter of fact, every dimension represents the measure of correspondence between the input vector and a neuron on the map.

To avoid arithmetic influences of the random codes generated, this vector is normalized towards $y^{(1)(t)}$ by dividing its square value with the summation of the square values of all neurons on the map (which step can be repeated several times). As a result, the summation of all the elements of the output vector equals one. To avoid the system from being too sensitive to changes, $y^{(1)(t)}$, the averaged activation in time is determined by adding the activation at $t-1$ and the activation at $t$, multiplying the two elements with a value $\omega$, and $1-\omega$ respectively: the memory rate of the system. A large $\omega$ results in short memory and sensitivity to changes. A small value causes the system to adapt slowly to changes in the input [step 5].

A number of vectors $\zeta_i$ was generated randomly in step [1], one for each dimension of $y^{(1)(t)}$. The vector copied into the input of the second layer: $w^{(2)(t)}$, and into the recurrent fibres of the first: $w^{(2)(t)}$, is determined by summarizing the multiplications of the separate dimensions of $y^{(1)(t)}$ with the corresponding vector in $\zeta_i$. The legitimacy of this dimension reduction is based on the heuristic that most of the elements in $y^{(1)(t)}$ are about zero and their norm equals 1. Therefore, this operation conserves the main characteristics of the original vector. The number of fibres is reduced enormously, caused by the reduction of the vector dimension with a factor 10. So, even large maps learn complex representations within reasonable time limits. See [Ritter et al., 1989] for a proof of the legitimacy of this operation [step 6].
Till now, the only task performed has been the feed forward of the input vector through the network. If the word in question is the first word of a sentence, it is combined with a zero-vector (representing all situations in which no context is known) and the recurrent vector equals the zero-vector. Because all string starting words have the same recurrent part, they shall form neighbouring regions on the map. On the other hand, if the word is not the preceding one in a string, the recurrent vector is determined by the activation measurement of the first map caused by the previous word. The map organizes sequencing words in the same region, based on equality of the recurrent vectors (although words on the first map keep moving until a perfect self-organization is formed, within a certain time interval, positions are quite stable). This delicate balance between the recurrent and symbolic vector results in the organization desired. The algorithm learns the first layer as well as the second one. The first with vector concatenations from step 1, the second with the input vector of step 6 and the weight vector of the second layer. Therefore, the model applies the Kohonen learning rule. First, we determine the best match for this element on the map by calculating the minimum euclidean distance between the input vector and the weight vector for all neurons on the map. This minimum holds for the neuron which represents the input vector best [step 7].

If the weights of this neuron and the surrounding ones are adopted in this way, they represent the input vector better next time it occurs. Two reasons guarantee convergence towards a self-organizing state (at least, if the number of learn cycles is large enough). In the first place, the learning rate (the measure by which weights adopt to new values) and the region size (the number of neurons in the direct neighbourhood which are adopted) decrease as a bell shaped function in time. Both variables start with a large value which decreases slowly towards zero. Therefore the changes in the weights reaches zero as the number of learning cycles increases towards infinity. Secondly, if a self-organizing state exists, it shall be reached in time if the input is presented randomly (although there is no direct analogy, this effect can be compared with a characteristic of hidden markov chains: if there exists an absorbing state and one walks randomly from state to state in the markov model, then the absorbing state shall be reached in time. Similarly, there is no escape from self-organization). Furthermore, the larger the physical distance between a neuron and the optimum position on the map, the smaller the adjusting of the weights of this neuron shall be [step 8].

One can expect convergence to take place on two grounds. First, the first map organizes on properties of the symbolic part of the input vector. Equal words shall be ordered in uniform classes. Second, there is the organization triggered by the recurrent fibres, resulting in regions of word classes which are used in the same context -- not exactly syntactic classes, but more something like substitutionally or semantically equal words. Both organizations influence each other, resulting in chaotic behaviour of map formations. The second map follows the organization on the first map, and shall therefore only start to get organized as the first map has reached some initial state of self-organization. Convergence times shall be quite long, considering the nature of two such self-organizing processes. Furthermore, because the symbolic and recurrent vectors have the same norm, neither of them can turbo-charge the convergence process. One has to await the moment where every element is on its correct position according to the symbolic as well as the contextual constraints. Only then, convergence towards the self-organizing state occurs.
Activation and Learning Algorithm

1. Generate random codes for the symbol representation: $s^{(1)}_i$ and the dimension reduction vectors: $\xi_i$.

2. Split input string in separate parts, each part holding exactly one symbol.

3. Feed all the single symbols one by one into the net by assigning their random codes to the sensor activation values. Repeat step 4 to 8 for all elements of the learn set.

4. Set input values on the sensors of the first layer and concatenate the symbol and recurrent vectors:
   \[
   \begin{align*}
   x^{(1)}(t) &= \begin{cases} [x^{(1)}_s(t) + \omega] & \text{if first element string} \\
   [x^{(1)}_s(t) + x^{(1)}_r(t)] & \text{else} \\
   \end{cases} \\
   w^{(1)}(t) &= [w^{(1)}_s(t) + w^{(1)}_r(t)]
   \end{align*}
   \]

5. Calculate the average activation of the first map:
   \[
   \begin{align*}
   y^{(1)}(t) &= 1.0 / ((w^{(1)}(t) - x^{(1)}(t))^2 + \delta) \\
   Y(t) &= \sum_{i=1}^{N^{(1)}} (y^{(1)}_i(t))^2 \\
   y^{(1)}(t-1) &= \omega \text{ if first element string} \\
   y^{(1)'}(t) &= (y^{(1)}(t))^2 / Y(t) \\
   y^{(1)''}(t) &= (\omega \cdot y^{(1)'}(t) + (1 - \omega) \cdot y^{(1)'}(t - 1)) / \omega
   \end{align*}
   \]

6. Reduce dimension $y^{(1)''}(t)$ from $N^{(1)}$ to $n_r$. Copy result into the activation sensors of the second map and into the recurrent fibres of the first map:
   \[
   \begin{align*}
   x^{(2)}(t) &= \sum_{i=1}^{N^{(1)}} (y^{(1)''}_i(t) \cdot \xi_i) \\
   x^{(1)'}(t+1) &= x^{(2)}(t)
   \end{align*}
   \]

7. Determine minimum map $L$: neuron $v$. This neuron has the net's best match between the input values and its weight values:
   \[
   v \quad : \quad \forall k \; \|w_v(t) - x(t)\| \leq \|w_k(t) - x(t)\| \quad \text{for } L = 1,2 \text{ and } k \text{ element of } M^{(L)}
   \]

8. Update all weights in the map according to the Kohonen learning rule:
   \[
   \begin{align*}
   w^{(L)}_k(t+1) &= w^{(L)}_k(t) + \varepsilon(t) \cdot \Phi_{rs} \cdot (x^{(L)}(t) - w^{(L)}_k(t)), \; L = 1,2 \\
   \Phi_{rs} &= e^{-\left(\|k - v\| / 2\sigma(t)^2\)} \\
   \varepsilon(t) &= \varepsilon_{\text{max}} \cdot (\varepsilon_{\text{min}} / \varepsilon_{\text{max}})^{t/t_{\text{max}}} \\
   \sigma(t) &= \sigma_{\text{max}} \cdot (\sigma_{\text{min}} / \sigma_{\text{max}})^{t/t_{\text{max}}}
   \end{align*}
   \]

where:
   \[
   \begin{align*}
   \omega &\in [0,1] \quad \text{Memory Rate} \\
   \varepsilon_{\text{max}} &\in [0,1] \quad \text{Start Learning Rate} \\
   \varepsilon_{\text{min}} &\in [0,1] \quad \text{Final Learning Rate} \\
   \sigma_{\text{max}} &= \sqrt{(N^{(L)})/2} \quad \text{Start Region Size} \\
   \sigma_{\text{min}} &\in [0,1] \quad \text{Final Region Size} \\
   \|k - v\| &\text{ Physical distance on map from neuron } k \text{ to } v
   \end{align*}
   \]
Experimental Results

All simulations were implemented on a Sun Sparc Station IPC in C. The simulator used sentences of three different input types to evaluate the model: sentence of the form \{NOUN VERB NOUN\}, sentences of the form \{John Loves Mary\} [Elman, 1988], and strings of the form \{ABC\} [Cleeremans et al., 1989].

Different Input Types

To start, there are 16 simple sentences of syntactic constituents (see table: Type 1: Syntactic Sentence Structures). This formalism was used to illustrate the formation of a topological map of syntactic equivalents. Then, normal words were substituted for the constituents, resulting in the final learn sentences (see Word Class Substitutes and Type 2: Some of the Sentences Generated ... Substitutes). These sentences show how the model derives syntactic classes from flat strings. Because both input types provide no insight in the grammatical capabilities of the model, a third type (generated by a finite state machine) was introduced to evaluate the model's grammatical learning power.

<table>
<thead>
<tr>
<th>EXAMPLES (NOUN-VERB-NOUN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 NOUN-HUM VERB-EAT NOUN-FOOD</td>
</tr>
<tr>
<td>1 NOUN-HUM VERB-PERCEPT NOUN-INANIM</td>
</tr>
<tr>
<td>2 NOUN-HUM VERB-DESTROY NOUN-FRAG</td>
</tr>
<tr>
<td>3 NOUN-HUM VERB-TRAN NOUN-HUM</td>
</tr>
<tr>
<td>5 NOUN-HUM VERB-AGPAT NOUN-INANIM</td>
</tr>
<tr>
<td>6 NOUN-HUM VERB-AGPAT</td>
</tr>
<tr>
<td>7 NOUN-ANIM VERB-EAT NOUN-FOOD</td>
</tr>
<tr>
<td>8 NOUN-ANIM VERB-TRAN NOUN-ANIM</td>
</tr>
<tr>
<td>9 NOUN-ANIM VERB-AGPAT NOUN-INANIM</td>
</tr>
<tr>
<td>10 NOUN-ANIM VERB-AGPAT</td>
</tr>
<tr>
<td>11 NOUN-INANIM VERB-AGPAT</td>
</tr>
<tr>
<td>12 NOUN-AGRESS VERB-DESTROY NOUN-FRAG</td>
</tr>
<tr>
<td>13 NOUN-AGRESS VERB-EAT NOUN-HUM</td>
</tr>
<tr>
<td>14 NOUN-AGRESS VERB-EAT NOUN-ANIM</td>
</tr>
<tr>
<td>15 NOUN-AGRESS VERB-EAT NOUN-FOOD</td>
</tr>
</tbody>
</table>

| 0 NOUN-HUM             |
| 1 NOUN-ANIM            |
| 2 NOUN-INANIM          |
| 3 NOUN-AGRESS          |
| 4 NOUN-FRAG            |
| 5 NOUN-FOOD            |
| 6 VERB-TRAN            |
| 7 VERB-AGPAT           |
| 8 VERB-PERCEPT         |
| 9 VERB-DESTROY         |
| 10 VERB-EAT            |

| man, woman |
| cat, mouse |
| book, rock |
| dragon, monster |
| glass, plate |
| cookie, bread |
| think, sleep |
| see, chase |
| move, break |
| smell, see |
| break, smash |
| eat |

Word Class Substitutes

Type 1: Syntactic Sentence Structures

In the first experiment sentences from type 1 were taught to the net. The examples shown above are the only ones learned (in random order, multiple times). The second experiment used examples of type 2, which were generated from type 1 syntactical structures and word class substitutes. The algorithm randomly selects words for each class and substitutes it in the syntactical framework. Although simple, the sentences produced are complicated enough to demonstrate the self-organizing capabilities of the model.
The result shown below is a subset of the 100,000 sentences generated. The first number indicates the number selected from 100,000 sentences, the second number indicates the learn cycle number (these examples are captures from a learn session).

**EXAMPLES (JOHN LOVES MARY)**

<table>
<thead>
<tr>
<th>No.</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>4303</td>
<td>0: Jim works seldom</td>
</tr>
<tr>
<td>2539</td>
<td>1: Jim eats beer</td>
</tr>
<tr>
<td>4471</td>
<td>2: Jim walks slowly</td>
</tr>
<tr>
<td>3791</td>
<td>3: dog drinks water</td>
</tr>
<tr>
<td>4013</td>
<td>4: Mary hates bread</td>
</tr>
<tr>
<td>2998</td>
<td>5: Bob drinks seldom</td>
</tr>
<tr>
<td>4320</td>
<td>6: Bob runs well</td>
</tr>
<tr>
<td>2980</td>
<td>7: cat walks seldom</td>
</tr>
<tr>
<td>1664</td>
<td>8: Jim eats water</td>
</tr>
<tr>
<td>3407</td>
<td>9: Jim likes cat</td>
</tr>
<tr>
<td>161</td>
<td>10: Bob hates water</td>
</tr>
<tr>
<td>2698</td>
<td>11: Mary hates water</td>
</tr>
<tr>
<td>83</td>
<td>12: horse runs poorly</td>
</tr>
<tr>
<td>3528</td>
<td>13: cat likes bread</td>
</tr>
</tbody>
</table>

**EXAMPLES (ABC)**

<table>
<thead>
<tr>
<th>No.</th>
<th>Cycle</th>
<th>String</th>
</tr>
</thead>
<tbody>
<tr>
<td>2581</td>
<td>0</td>
<td>bpttvve</td>
</tr>
<tr>
<td>692</td>
<td>1</td>
<td>bttxvve</td>
</tr>
<tr>
<td>5285</td>
<td>2</td>
<td>bptvpe</td>
</tr>
<tr>
<td>676</td>
<td>3</td>
<td>bttxtvve</td>
</tr>
<tr>
<td>5387</td>
<td>4</td>
<td>btststptvbttxvve</td>
</tr>
<tr>
<td>7592</td>
<td>5</td>
<td>bptvpe</td>
</tr>
<tr>
<td>9899</td>
<td>6</td>
<td>bptvpe</td>
</tr>
<tr>
<td>4372</td>
<td>7</td>
<td>bttxse</td>
</tr>
<tr>
<td>5525</td>
<td>8</td>
<td>bpttvve</td>
</tr>
<tr>
<td>3281</td>
<td>9</td>
<td>bptvpe</td>
</tr>
<tr>
<td>2086</td>
<td>10</td>
<td>bptvpe</td>
</tr>
<tr>
<td>7158</td>
<td>11</td>
<td>bptvpe</td>
</tr>
<tr>
<td>7117</td>
<td>12</td>
<td>bptvpe</td>
</tr>
<tr>
<td>9719</td>
<td>13</td>
<td>bptvpe</td>
</tr>
<tr>
<td>176</td>
<td>14</td>
<td>bpxtvptvsebtstptvve</td>
</tr>
<tr>
<td>8374</td>
<td>15</td>
<td>bptvpe</td>
</tr>
<tr>
<td>8611</td>
<td>16</td>
<td>bpxtvptvpxtbptvve</td>
</tr>
<tr>
<td>15</td>
<td>17</td>
<td>bttxtvve</td>
</tr>
<tr>
<td>793</td>
<td>18</td>
<td>bptvve</td>
</tr>
<tr>
<td>6454</td>
<td>19</td>
<td>btspvve</td>
</tr>
</tbody>
</table>

**Type 2: Some Sentences Generated from Syntactic Structures and Words Class Substitutes**

**Finite State Machine (FSM)**

Type 3 sentences are used to test the systems ability to predict and recognize elements of strings generated by a Finite State Machine (FSM) [Cleeremans et al., 1989]. A FSM generates strings as shown above in: *Finite State Machine*. If a state results in two directions (such as the first state, where one can choose between a T and a P), one is chosen randomly with a probability distribution of 0.5. The strings shown form a subset of more than 1 million generated (See: Type 3: Strings Generated From the FSM). The FSM has some characteristics making it interesting for simulations. First, there are multiple choices in every state. Secondly, the recurrent transitions with S and T can result in long sequences, testing the network's
memory capacity. Third, all elements occur at different transition places, forcing the system to remember (and use) a lot of context to determine grammatical correctness or to predict the next element in a string.

**Simulation Parameters and Convergence**

The parameter values used for the simulations were about the same for all three different types of input (variables specified after step 8 in the algorithm). However, different parameters were mainly influencing (temporal and element) memory capacity and convergence speed. The following model constants worked best: $\omega = 0.3333$, $\varepsilon_{\text{max}} = 0.80$, $\varepsilon_{\text{min}} = 0.05$, $\sigma_{\text{max}} = 4.5$, $\sigma_{\text{min}} = 0.5$.

After some initial simulations, the relation between the amount and norm of input– and recurrent fibres seemed very important. If the norm of the symbolic part was larger than the recurrent one, an ordering based on symbolic grounds instead of contextual ones developed. If, on the other hand, the recurrent norm was larger than the symbolic, the entire map converged towards the first element encountered in the learning sequence. Therefore it is very important that the norm as well as the number of fibres of the symbolic vector and the recurrent vector are equal. In this context, the dimension reduction of the input vector in the second map plays an important role, based on other than complexity reasons. Without this reduction, the norm of the recurrent fibres would be too small, resulting in an ordering based on the internal coding of the symbolic elements. Now, both vectors are constructed from the same random set.

The convergence process seemed to be quite complex. This is understood if one realises that there are in fact two non-linear processes influencing each other.

At first sight, convergence seemed based on good luck rather than on logical foundations. However, a number of parameters can influence the convergence process. First, there is the sharpening of $y^{(1)}(t)$. If this vector is normalised multiple times by dividing its square value with $Y(t)$, it represents the most activated neuron better and better, resulting in a faster convergence of the first map. Secondly, a large $\omega$ means shorter memory, but a faster convergence with small sentences. If strings become larger, $\omega$ must definitely be decreased to avoid the system from having only single-word left-context sensitivity. A reasonable heuristic for the value of $\omega$ is $1/($average sentence length$)$. Furthermore, there are the values for $\varepsilon$ and $\sigma$, which have their specific influence on the self-organizing process as described in [Ritter et al., 1988]. Although convergence can be guided, convergence times are large and show chaotic behaviour, resulting in a process which is complex and hard to monitor. Last but not least, one must be aware of the fact that the organization of the second map (contextual structures) only starts after the first map is about to be organized. This implies that multi-level organization in models similar to the one proposed here, takes probably at least twice as long as in single layer models.

**The Internal Coding of the Symbols**

The internal coding of the symbols was generated and assigned randomly, although the internal distance was constant (e.g. only 0.00, 0.33, 0.66 and 1.00 were used as legitimate values by the random generator). In early simulations, completely random numbers were used. However, if these values were somehow too closely related, convergence speed could decrease significantly. Therefore, this more artificial coding scheme was chosen to implement the symbol codes. In speech recognition or computer vision applications, the Kohonen feature map has frequency, light intensity, and contrast ranges as input, all natural data input types. Here, we work with an artificial coding for words and sentences. Therefore, one can defend the choices made in applying this coding scheme. The final code for a symbol is assigned
randomly. The generation of different codes, is based on permutations of the base values. As far as possible, the complete coding space was used, so element codes were distributed equally throughout the element space (if a certain part of the map had a higher clustering density, than this was based on frequencies of occurrence and not on characteristics of the internal coding). Some examples can be found in the table below: *Internal Coding of the Elements.*

<table>
<thead>
<tr>
<th>#</th>
<th>Element</th>
<th>Code Sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>NOUN-HUM</td>
<td>0 0.0000 0.0000 0.6667 1.0000 0.0000 0.6667 0.0000</td>
</tr>
<tr>
<td>1</td>
<td>VERB-EAT</td>
<td>1 0.0000 0.3333 0.3333 0.6667 0.3333 0.0000 0.0000</td>
</tr>
<tr>
<td>2</td>
<td>NOUN-FOOD</td>
<td>2 0.0000 0.6667 0.0000 0.3333 0.3333 0.6667 0.0000</td>
</tr>
<tr>
<td>3</td>
<td>VERB-PERCEPT</td>
<td>3 0.0000 0.6667 1.0000 0.0000 0.6667 0.0000 0.0000</td>
</tr>
<tr>
<td>4</td>
<td>NOUN-INANIM</td>
<td>4 0.0000 1.0000 0.3333 1.0000 0.6667 0.0000 0.0000</td>
</tr>
<tr>
<td>5</td>
<td>VERB-DESTROY</td>
<td>5 0.3333 0.0000 0.0000 0.6667 1.0000 0.0000 0.0000</td>
</tr>
<tr>
<td>6</td>
<td>NOUN-FRAG</td>
<td>6 0.3333 0.0000 1.0000 0.3333 1.0000 0.6667 0.0000</td>
</tr>
<tr>
<td>7</td>
<td>VERB-INTRAN</td>
<td>7 0.3333 0.3333 0.6667 0.3333 0.0000 0.0000 0.0000</td>
</tr>
<tr>
<td>8</td>
<td>VERB-TRAN</td>
<td>8 0.3333 0.6667 0.3333 0.0000 0.0000 0.0000 0.0000</td>
</tr>
<tr>
<td>9</td>
<td>VERB-AGPAT</td>
<td>9 0.3333 0.6667 1.0000 1.0000 0.3333 0.0000 0.0000</td>
</tr>
<tr>
<td>10</td>
<td>NOUN-ANIM</td>
<td>10 0.3333 1.0000 0.6667 0.6667 0.3333 0.6667 0.0000</td>
</tr>
<tr>
<td>11</td>
<td>NOUN-AGGRESS</td>
<td>11 0.6667 0.0000 0.3333 0.3333 0.6667 0.0000 0.0000</td>
</tr>
</tbody>
</table>

*Internal Coding of the Elements*

**Semantotopic Map of Syntactic Structures (Type 1 Input)**

After 380,000 learn cycles the following formation developed on the first map (upper part of *First and Second Map After 380.000 ... Constituents*). Every element represents a word fitting best in relation to the contents of the neuron. XXXXX means no reasonable mapping could be found. One can clearly distinguish the NOUN from the VERB part. Interesting are the neighbourhoods holding related syntactic-semantic objects like NOUN-ANIM/NOUN-INANIM, VERB-TRANS/VERB-INTRANS and VERB-DESTROY/NOUN-AGGRESS.

**First and Second Map After 380.000 Learn Cycles with Syntactical Constituents**
The second map (lower part of last figure) represents related contextual structures. At the left are sentences starting with a NOUN-HUM, at the right are the ones starting with NOUN-ANIM. Sentences holding VERB-EAT concentrate respectively at the left and the right side of these regions, resulting in a simple syntactic generalization. So, the net classifies and generalizes on semantic features as well as on syntactic structures.

One has to realize that the second map is not needed for context-sensitivity. A model without a second map (but with the recurrent fibres as described), processes sequential information (prediction of next element, grammatical correctness) just as well. However, the syntactic structures used in the disambiguation and structure assignment process do need information from the second map. The results of the prediction and grammar-checking process improve by using additional information of the second map.

Even after so many cycles, the map still not converged completely (the state of self-organization from which there is no escape). However, results indicate that the net is converging towards such a state, which will probably be achieved after more than a million cycles. (In the current implementation, training the net with one million learn cycles takes more than a week of calculations. So far, this has only been carried out for the FSM simulations, which do reach a self-organized state).

**Semantotopic Map from Unformatted Sentences of Type 2**

The following table presents an example of the formation of a semantotopic map of sentences of the type [JOHN LOVES MARY] after 50,000 iterations. The map was formed from unformatted (flat) sentences passing by. The syntactic (or low-level semantic) category as well as the relation between categories can be derived from the position on the map.

<table>
<thead>
<tr>
<th>Layer #0</th>
<th>man</th>
<th>man</th>
<th>monster</th>
<th>x</th>
<th>x</th>
<th>dragon</th>
<th>x</th>
<th>x</th>
<th>break</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>woman</td>
<td>move</td>
<td>smash</td>
<td>see</td>
<td>smell</td>
<td>eat</td>
<td>break</td>
<td>break</td>
<td>chase</td>
</tr>
<tr>
<td></td>
<td>break</td>
<td>glass</td>
<td>smash</td>
<td>smell</td>
<td>break</td>
<td>bread</td>
<td>x</td>
<td>x</td>
<td>chase</td>
</tr>
<tr>
<td></td>
<td>break</td>
<td>break</td>
<td>glass</td>
<td>cookie</td>
<td>break</td>
<td>bread</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>plate</td>
<td>glass</td>
<td>break</td>
<td>mouse</td>
<td>cat</td>
<td>cat</td>
<td>book</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>plate</td>
<td>x</td>
<td>glass</td>
<td>break</td>
<td>mouse</td>
<td>rock</td>
<td>book</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Feature Map after 50,000 Learn Cycles**

Although there is not yet a clear separation on the map between nouns and verbs, the map holds substitutionally related elements in neighbouring regions. If similar maps are studied at vast time intervals, the map seems to alter periodically between convergence and divagation, shaking objects on the map, which results in a better organization after a while. This type of behaviour is characteristic for Kohonen feature maps. Here too, better results can be expected after more than a million learn cycles.
During the learning sessions, we counted the number of times a neuron was assigned best match. The result is shown below. Peaks in this distribution are spread over the map, showing the balance between recurrent and symbolic fibres. The high number 895 in the left corner is caused by the fact that the recurrent fibres of the first element in a string is set to zero, triggering an increased activation of this neuron. Here, only sentences of three words were used, resulting in relatively many sentence starts. If one counts these activations in the FSM simulations, two peaks are found, one for the start- and one for the end symbol. As sentences have a more varied length, these frequencies are more naturally distributed.

<table>
<thead>
<tr>
<th>HISTORY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer #0</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Activation Frequency of the Elements in the Map

String Prediction (Results of Type 3 Input)

To determine a grammatical lowerbound for the model, a Finite State Machine (FSM) similar to the one in [Cleeremans et al., 1989] was implemented to generate simple sentences. Although one cannot proof the theoretical equivalence between a recurrent neural net (RNN) and a FSM, experiments can indicate there is one. If the net accepts all strings generated by a FSM and rejects all the others, then the RNN probably implements at least a FSM: a grammatical lowerbound. This lowerbound is determined experimentally and has no mathematical value what so ever. Prediction is possible in the model by feeding forward one element, determining the recurrent fibre and finding the best matches of this fibre on the first map. The symbolic parts of these neurons hold possible subsequent elements in the string. If the next element is predicted correctly, the string is accepted. Otherwise, the string would be rejected as being ungrammatical. By using a threshold in the matching process between the input and the weight of the recurrent fibres, one can determine the measure of correctness, an interesting value which provides an indication of the quality of the prediction. After learning the following results were obtained:

<table>
<thead>
<tr>
<th>#</th>
<th>STRING</th>
<th>ELEMENT</th>
<th>PREDICTION OF NEXT ELEMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>NOUN-HUM VERB-INTRAN</td>
<td>NOUN-HUM:</td>
<td>{VERB-INTRAN or VERB-AGPAT,}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VERB-INTRAN:</td>
<td>{}</td>
</tr>
<tr>
<td>1</td>
<td>NOUN-HUM VERB-AGPAT NOUN-INANIM</td>
<td>NOUN-HUM:</td>
<td>{VERB-TRAN or VERB-AGPAT,}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VERB-AGPAT:</td>
<td>{NOUN-INANIM,}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NOUN-INANIM:</td>
<td>{}</td>
</tr>
</tbody>
</table>

Some String Prediction Examples
Grammatical Correctness

More than 1 million sequences were taught to the net. Afterwards, the net was tested with randomly generated sentences of which only 10% was grammatical. 99% of all grammatical strings were accepted, 1% rejected. Of all ungrammatical strings 0% was accepted. Main reason for the 1% failure of the grammatical strings were the long repetitions of $tttt$ and $xxxx$. Even after a million cycles one could define a sentence which would not be recognised (e.g. a sentence containing more than hundred $r$'s after each other). However, the longer the learning process, the better the performance. Below some examples of the simulations are shown: Some String Acceptance and Rejection Examples. Here too, a threshold function was used. If the error of the matches between the input values and the weights of the recurrent fibres grew above this value, the string was rejected; if the end of string symbol was reached before the threshold, the sentence was accepted. During the simulations, two different threshold models were used: one which compared the cumulative difference to a threshold, and one which compared the difference between input– and weight values of every character to a threshold. The last model worked much better then the first one.

<table>
<thead>
<tr>
<th>#</th>
<th>STRING</th>
<th>ACCEPTED</th>
<th>GRAMMATICAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>btxse</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>1</td>
<td>bptttttvve</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>2</td>
<td>bpvve</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>3</td>
<td>bse</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>4</td>
<td>bxe</td>
<td>NO</td>
<td>NO</td>
</tr>
</tbody>
</table>

Some String Acceptance and Rejection Examples

Disambiguation

Another linguistic task is word-sense disambiguation. Although hard to imagine, an organization can be achieved where all elements are relatively in such a position, that a statistical distribution is implemented which provides information on the plausibility of a certain meaning or structural function of a word, derivable from the regional part it activates. E.g., suppose one word has multiple meanings. This results in the formation of just one region on the map. However, this region is constructed of sub-regions for each different meaning of the word. If an additional shell keeps track of the position of words on the map, the exact meaning of a word within a context can be determined from the sub-region which is activated. If a structure has different meanings, the same algorithm can be applied to the second map, where a structure region is constructed out of ambiguous sub-structure regions. In this context it is important to realize that as long as the words are ordered relatively to each other, as many different relations as possible can be stored in a feature map. There is more than a two-dimensional ordering. As a matter of fact, this ordering is a projection of the multi-dimensional space where each dimension of the input vector (and weight vector) represents a dimension in that space. If one sees the ordering of words in this context, one might imagine a relative ordering capable of a disambiguation task. Especially the capability of the net to indicate a measure of correctness plays a significant role in this process. By calculating the difference between the input values and the weight values, one can determine the part of the region that corresponds best to the input values. The additional shell we mentioned above would assign a meaning to the region indicated, thus disambiguating the word.
The disambiguation task has only been investigated globally. The current model (simulation) has some disadvantages causing problems which can be solved better after some changes to the model as a whole. Most important is the insight about how one can disambiguate with a Kohonen feature map. The same holds for the linguistic task described in the next paragraph: the assignment of structures to constituents.

Assigning Structures to Constituents

Even more ambiguous is the task of assigning structures to constituents. The second map derives a distribution of the structures of the sentences presented to the first map in an unsupervised way. If an additional shell keeps track of the position of these regions after (and during) the processing of such sentences, it is possible to assign a structure to a sentence which is fed forward through the net. However, before the sentence structures are derived from scratch, a very long learn process must be gone through. Beside this disadvantage, one has to be aware that structures assigned to sentences are based on a statistical distribution of left-context sensitive words sequences. So, complicated structures might not be noticed, or are being confused with others. Mainly due to the long learn cycles, this task has not been evaluated in depth: only some simple (but successful) tests have been made. On the one hand, the statistical characteristics of the distribution can be helpful, on the other, the inexact match between a sentence presented and a structure on the map, can cause confusion. Once more, all this is based on the cooperation with an additional shell which knows exactly the locations of word meanings and sentence structures on the map. The feature map indicates the most plausible solution to a problem by activating the region holding the distributed information, but the final structure is assigned by the shell. It is impossible to store the explicit structure (E.g. Noun-verb-Noun) in the feature map. But who cares about these artificial notions anyway?

Overall Results

The overall results of the simulations are good. Although some side remarks can be made such as:

- Very long learning times
- The unstable character of the convergence process
- Lack of real insight in the convergence process, resulting in a situation where one never knows whether the map has finished converging, or that a local minimum is reached

On the other hand, the model seemed to be remarkably good in performing various linguistic tasks (although simulated in sometimes very simple ways) such as:

- Word classification
- Word class derivation
- Sentence structure derivation
- String prediction
- Grammar checking
- Disambiguation
- Structure assigning

Furthermore, the model worked in cooperation with a traditional shell which preprocessed the information and took care of the outputs generated by the model. This cooperation is not based on a synthesis between different mechanism within one model (such as a neural net extended with a stack), but two different mechanisms are incorporated in such a way that both do what they are best at. Therefore, the results are interesting enough to continue the research in the direction taken: self-organizing (unsupervised) temporal-processing models in natural-language processing inspired by neurological models of brain structures.
Discussion

By combining and re-interpreting work of [Ritter et al., 1989b], [Ritter et al., 1990], [Kangas, 1990] and [Elman, 1988] a model was developed which can derive a *semantotopic* map of language from unformatted strings. In this section, some important aspects of the model are discussed.

**Grammatical Processing Capabilities**

After theoretical analyses of the model, simulations based on examples from Elman's Simple Recurrent Network (SRN) [Elman, 1988], [Servan-Schreiber et al., 1988], [Cleeremans et al., 1989] and [Servan-Schreiber et al., 1988] resulted in similar results as obtained in their research. The model predicts new elements in a sequence, categorizes words according to their syntactical and semantical features, accepts finite-state grammars, derives contextual structures, categorizes these structures and generalizes over the information stored in both layers. Moreover, all features were learned by using an unsupervised learning algorithm. The first map categorizes single words, the second map derives and categorizes contexts. A limitation of the model appears in the task of recognizing very long sequences (as indicated in the previous section). This lack in performance can be overcome by increasing learning-times. However, this research could not determine an upper bound.

Which grammar classes are recognisable by the net type is very important in this context. In [Tsung et al., 1989] it was shown that context feedback nets (Elman nets) could perform tasks which could not be solved by state feedback nets (Jordan nets). Next, [Cleeremans et al., 1989] proved that Finite State Grammars (FSG) are a lower bound for Elman nets. Recurrent fibres only cause a left-context sensitivity. More complicated grammars such as context sensitive grammars are not possible without introducing right-context sensitivity, which might only be possible by addition of buffering mechanisms (or short term memories). In [Powers, 1989] much psychological evidence for these mechanisms is given. Related research determining the grammatical capacities of recurrent nets can be found in [Giles et al., 1990], [Liu et al., 1990], [Sun et al., 1990a] and [Sun et al., 1990b] where context-free grammars are recognized by using higher order nets (recurrent fibres and state memories).

**Convergence Properties**

Although the model seems to converge, this process is very complex and difficult to monitor or influence. By decreasing the number of recurrent fibres, complexity decreases somewhat. Generally, there are two methods to perform this task: first one can reduce the dimension even more, second, instead of using fully interconnected layers, one might use Gaussian connections. The latter has the advantage of eliminating noise from irrelevant fibres (caused by their absence), which still are being used (although compressed) in the first option. On the other hand, convergence times for complicated FSG with nested sub-FSG in [Cleeremans et al., 1989] were about as long as the times spotted here, when taken in consideration that this model is unsupervised, convergence times can be called within expectation.

The balance between the number of recurrent and symbolic fibres is much to delicate in this model. If the norm or number of sensors is changed, convergence might not take place any longer. This instability must be overcome in future models.
For the moment, it is not clear when the model converges and when it doesn't. There are factors such as the decreasing learning rate and region size with obvious influences on the process. Furthermore, one can deduct the strict relation between the number of symbolic and recurrent fibres. But real insight into the process is lacking. In the single layer Kohonen feature map, it can be proven whether the model converges or not. More on this subject can be found in [Ritter et al., 1986], [Ritter et al., 1988], [Ritter et al., 1989a] and [Ritter, 1989].

In the model proposed here, two self-organizing models are influencing each other, resulting in a complicated mathematical process. It is useful to analyse this process in detail by mathematical means. However, research in this direction has not been carried out yet. One of the objectives of the development of future models is to take this aspect in consideration. See for instance [Simard et al., 1988], [Williams et al., 1988], [Williams et al., 1989a], [Williams et al., 1989b] and [Pineda, 1987], where in depth analysis of recurrent backpropagation is presented. The same analysis (be it in less detail and with more restrictions) must be possible for recurrent self-organization. Initial hints for the mathematical framework of this research can be found in [Sontag, 1990] and [Tanaka, 1990]

**Temporal Processing**

One of the main issues of the research carried out happened to be the implementation of temporal processing capabilities in (self-organizing) neural nets. In the introduction, it was mentioned that there are globally four different directions: dimension extension, windows, buffering and recurrent fibres. The more current research proceeded, the more recurrent fibres seem to lack the power needed for natural language processing. Of course, recurrent fibres are very important as a feedback function [Dell, 1985], but they are not powerful enough to take care of all temporal processes needed in a NLP system. Where the dimension extension and window mechanisms are not really plausible, flexible or elegant, the buffering mechanisms as proposed by [Kohonen et al., 1981] and indicated in [Miller, 1956], [Powers, 1989] and [Powers, 1991] show some additional advantages. However, the main problem is the implementation of such a system in a neural net without destroying the neural net computing paradigm and designing solutions which are very interesting from an engineering point of view, but not really from a linguistic or psychological one. Therefore, main efforts in future research shall be directed towards the development of more powerful temporal processing mechanisms.

**Topological Maps of Language and Cognitive Maps**

As mentioned, this model doesn't fit in the context natural language processing at first sight. How does one for instance defines a topological map of language? Or, how must one add contextual information in order to avoid organization on grounds of arithmetic features of the internal coding?

The question as stated on the interpretation of a topological map of language can be seen in the light of the task and performance of the two maps: the supervised syntactical—and semantical derivation—and categorization of elements and structures from bare sentences just passing by. An even more interesting way of looking at this question is in the usage of the feature map in the disambiguation task. As being a two-dimensional projection of a multiply dimensional input space, the Kohonen feature map forms a relative distribution of various word senses and sentence structures. This feature map can be compared with a topological map of language, where objects that are closely related (according to some features) have smaller distances to each other than to less related objects.
Most NLP models use the Kohonen map in cooperation with a backpropagation algorithm as an optimum clustering device. Here, it is shown that Kohonen models are capable of processing symbolic data even in tasks other than conceptualizing. The question raised earlier on the interpretation of a topological map of language might, in the light of the effects on the second map, be answered by comparing its function with a part of the cognitive maps described in [Stolcke, 1990] and elsewhere in literature [Lakoff, 1988] [Chrisley, 1990].

Related Work

Although the Kohonen self-organizing model is just an efficient statistical classifier, it is capable of deriving semantical features of symbolic data, as long as data is presented in its proper context. The same feature of neural nets can be seen in work carried out by [Miikulainen et al., 1988a, 1988b], [St. John et al., 1988a], and [St. John et al., 1988b, 1990], where generalization over context resulted in the automatic derivation of semantic (micro-) features. This ability of neural nets in general cannot be found in classical symbolic AI, without the addition of complex procedural modules.

The lack of good definitions of recurrent mechanism in self-organizing systems leaves plenty of space for further research towards other models. Therefore, recent work done in recurrent or spatio-temporal self-organization shows a lot of variability in theory, architecture and implementation [Kangas, 1990], [Kangas et al., 1990], [Koikkalainen et al., 1990], [Samaranbunda et al., 1990], [Silverman, 1988], [Stotzka et al., 1990], [Tavan et al., 1990], [Thacker et al., 1990], [Yen et al., 1990]. Other work by Linsker and the even more biologically inspired Neuronal Group Selection theory of Reeke & Edelman might also be suited to implement linguistic phenomena [Edelman, 1987], [Reeke et al., 1988] [Reeke et al., 1990]. The main problem with all these unsupervised models is the complexity of the simulations and the less developed foundations, making NLP application research quite tricky. Various hybrid solutions try to overcome the disadvantages of self-organizing models. A possible solution is to use a self-organizing feature map to discover the features in the learn set, and back-propagate between these maps to learn and generalize between input and output pairs (or between input patterns and regions on the map). The efficient back-propagation algorithm then limits the complexity and uses known mechanisms, like recurrent connections, to implement complex phenomena. More on these solutions can be found in [Hrycej et al., 1989], [Hrycej et al., 1990] and [Gersho et al., 1990]. Other hybrid solutions where either self-organizing and backpropagating nets, or self-organizing nets and symbolic techniques or backpropagation neural nets and symbolic methods are combined, are described in [Dolan et al., 1987], [Dyer, 1988], [Dyer, 1990], [Honavar et al., 1989], [Honavar et al., 1990], [Jain et al., 1990]
Future Work

Current work in progress concentrates on the implementation of other linguistic tasks such as disambiguation, parsing, language acquisition and the derivation of simple analogies. Beside these applications, extensions to the model are being implemented based on a stronger synthesis between cognitive science and neuroscience. Gaussian interconnections, additional layers and more Hebbian learn rules are an indication of the direction chosen. Furthermore, other mechanisms of processing temporal information must be developed which are more powerful than recurrent connections as used in this research, but not as unelegant as dimension extensions or window mechanisms.

Lately, this relation between self-organizing feature maps (which are computationally efficient with respect to the fact that they are self-organizing) and more biological which are based on neuroscientific brain research, but very hard to simulate with computer implementations, are getting more and more attention. By extending the Kohonen formalism towards multi-layer models with some variations in neuron type and learning rules, one can use an already evaluated theory in new models. Experiments in this direction are found in [Erdi, 1990] and [Öjemann, 1983].

So, future work involves model extensions and developments in the spirit of the Neuronal Group Selection theory [Edelman, 1987] or inspired by a stronger synthesis between cognitive science and neuroscience [Eimas et al., 1990]. In addition, a more fundamental model for (connectionist) language acquisition [Weber et al., 1990] [Feldman et al., 1990] can be used to evaluate acquisition performance in other connectionist models for NLP.
Conclusions

Finally, a number of conclusions on recurrent self-organization in Natural Language processing will be summarized to provide the reader with a brief overview on the research carried out.

Temporal Processing

- Recurrent fibres implement at least a FS grammar. The types of grammars, the length of the sequences and other properties of these models are quite unknown yet. Future research must provide a better insight in these aspects.

- Recurrent connections alone are not powerful enough. However, neural structures capable of buffering and other sophisticated mechanisms (observed in humans) are not developed yet.

Self-Organization vs Backpropagation

- Self-organizing techniques can overcome some of the disadvantages of the backpropagation algorithm. The main problem with these self-organizing models is the exponentially increasing complexity. Especially the addition of recurrent fibres enlarges the time required to process the input data. One might accept these disadvantages, because the limitation of back propagation (e.g. the need to learn input/output pairs, the pre-wiring of lateral inhibition, the definition of micro-features and the need to pass the entire learn-set again after addition of new elements) are even worse.

- On the other hand, one might maintain that self-organization is still too simple and should be extended towards more Hebbian and Evolutionary models. To implement application research in these directions is very tricky due to the undeveloped character of this field. However, pioneering work can be observed in the literature.

Temporal (Recurrent) Self-Organization

- Recurrent self-organization is still in its early development. This is mainly caused by the limited knowledge of self-organization as a whole. Additional research can provide the insights needed here. More interesting is a recurrent mechanism which is equipped with some sort of buffering mechanism, making it sensitive for left as well as right context.

- The main problem in (current) recurrent self-organization is the lack of insight into the convergence process. This should definitely be worked on in the near future, if this direction is continued.

- Simulations are quite reasonable with respect to recurrent backpropagation. However, learning times which take more than a week are never acceptable, therefore more efficient implementations or more powerful computers should be used in new experiments.
Unsupervised Language Learning

- Although limited, a completely autonomous model for the derivation of context dependent semantics is developed (or in other words, semantic features are derived by generalizing over contexts). The exact properties are not known yet, but this semantics is just the semantics that is hard to obtain by logic and other commonly used semantic techniques. Just therefore the results are interesting enough to continue further research.

- Possible extensions might concern as well other, more powerful and complicated models, as well as more thoroughly defined examples in e.g. language acquisition as proposed in [Feldman et al., 1990] and [Weber et al., 1990].

Hybrid Solutions

- All the simulation results were obtained from the coorporation between a recurrent self-organizing neural net simulator and a traditional shell which prepared and interpreted the information from the neural net by remembering which position stored which information. At this moment, it is impossible to store linguistic structures in a neural net without such an interface to the outside world. Therefore additional research towards the efficient use of (other) hybrid solutions is definitely needed.

Cognitive Neuroscience

- As a result of this research, the author feels more and more attracted to the idea that the only way to reach real achievements in connectionist natural language processing is by combining knowledge from mathematics, cognition, neural sciences and linguistics. Some call it cognitive neuroscience, others neurolinguistics, or (cognitive) cybernetics. Whatever the name, the direction to be taken is clear. By extending the Kohonen formalism, a first step is made. Future research continues in this direction in order to achieve a continually growing synthesis between cognition and neural sciences.
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