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1 Introduction

The present chapter is devoted to formal models of language acquisition, and of empirical inquiry more generally. We begin by indicating the issues that motivate our study and then describe the scope of the chapter.

1.1 Empirical inquiry

Many people who have reflected about human intellectual development have noticed an apparent disparity. The disparity is between the information available to children about their environment, and the understanding they ultimately achieve about that environment. The former has a sparse and fleeting character whereas the latter is rich and systematic. This is especially so in the case of first language acquisition, as has been pointed out repeatedly. A similar disparity characterizes other tasks of childhood. By an early age the child is expected to master the moral code of his household and community, to assimilate its artistic conventions and its humor, and at the same time to begin to understand the physical principles that shape the material environment. In each case the child is required to convert data of a happenstance character into the understanding (implicit or explicit) that renders his world predictable and intelligible.

Little is known about the mental processes responsible for children’s remarkable intellectual achievements. Even elementary questions remain the subject of controversy and inconclusive findings. For example, there is little agreement about whether children use a general-purpose system to induce the varied principles bearing on language, social structure, etc.,
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or whether different domains engage special-purpose mechanisms in the mind. Although some suggestive empirical findings are available [Gleitman, 1986, Johnson & Newport, 1989, Newport & Supalla, 1989], the matter still engenders controversy (e.g., [Bickerton, 1981]).

The disparity noted above for intellectual development has also been observed in the acquisition of scientific knowledge by adults. Like the child, scientists typically have limited access to data about the environment, yet are sometimes able to convert this data into theories of astonishing generality and (apparent) veracity. At an abstract level, the inquiries undertaken by child and adult may be conceived as a process of theory elaboration and test. From this perspective, both agents react to available data by formulating hypotheses, evaluating and revising old hypotheses as new data arrive. In the favorable case, the succession of hypotheses stabilizes to an accurate theory that reveals the nature of the surrounding environment. We shall use the term “empirical inquiry” to denote any enterprise that possesses roughly these features.

It is evident that both forms of empirical inquiry — achieved spontaneously in the early years of life, or more methodically later on — are central to human existence and cultural evolution. It is thus no accident that they have been the subject of speculation and inquiry for centuries, and of vigorous research programs within several contemporary disciplines (namely, Psychology, Artificial Intelligence, Statistics and Philosophy). We shall not here attempt to synthesize this vast literature but rather limit ourselves to a single line of investigation that descends from the pioneering studies [Putnam, 1965, Putnam, 1975, Solomonoff, 1964, Solomonoff, 1964, Gold, 1967, Blum & Blum, 1975]. It is this tradition that appears to have had the greatest impact on linguistics, and to a limited extent on epistemology.3

Our topic has been named in various ways, often as “Formal Learning Theory” which we adopt here usually without the qualifier “Formal”. Central to the theory is the concept of a paradigm (or model) of empirical inquiry. The inquiry is question might be that of a child learning language, or of a scientist investigating nature. Every paradigm in the theory has essentially the same stock of component concepts, which we now explain.

1.2 Paradigms

A paradigm offers formal reconstruction of the following concepts, each central to empirical inquiry.

1. (a) a theoretically possible reality
   (b) an intelligible hypothesis about reality
   (c) the data available about any given reality, were it actual
   (d) a scientist (or child)
   (e) successful behavior by a scientist working in a given, possible reality

The concepts figure in the following picture of scientific inquiry, conceived as a game between Nature and a scientist. First, a class of possible realities is specified in advance; the class is

---

2 For discussion, see [Chomsky, 1975, Osherson & Wasow, 1976].
known to both players of the game. Nature is conceived as choosing one member from the class, to be the “actual world;” her choice is initially unknown to the scientist. Nature then provides a series of clues about this reality. These clues constitute the data upon which the scientist will base his hypotheses. Each time Nature provides a new clue, the scientist may produce a new hypothesis. The scientist wins the game if there is sufficient guarantee that his successive conjectures will stabilize to an accurate hypothesis about the reality Nature has chosen.

Different paradigms formalize this picture in different ways, resulting in different games. Whether a particular game is winnable depends, among other things, on the breadth of the set of possible realities. Wider sets make successful learning more difficult, to the point of impossibility. The dominant concern of Learning Theory is to formulate an illuminating characterization of the paradigms in which success is achievable.

1.3 Scope of the chapter

Contemporary Learning Theory has two principal branches, which may be termed “recursion theoretic,” and “model theoretic.” They are distinguished, as indicated, by the tools used to define and study paradigms. The recursion theoretic side of the discipline is older and better developed. The next three sections overview some principal results. A few proofs are lightly sketched, just for “feeling.” The others may be found in [Osherson et al., 1986c]. A more complete survey will be available in [Sharma et al., 1995]. Concerns about recursion theoretic modeling are voiced in Section 5, and the alternative perspective is introduced. The subsequent five sections are devoted to Learning Theory from the point of view of model theory. We have chosen to follow one particular line of research, ending with some new results (proofs are given in the appendix). The material presented here is intended to be illustrative of central ideas and concepts; a comprehensive survey is not attempted. More systematic coverage is available in [Sharma et al., 1995].

2 Identification

There is no better introduction to Learning Theory than presentation of its most fundamental paradigm. Such is the goal of the present section, whose essential ideas are due to [Gold, 1967]. To proceed, we consider in turn the components of paradigms listed in (1).

Realities. Possible realities are represented by nonempty, r.e. subsets of non-negative integers. (The non-negative integers are denoted by N in the sequel.) Thinking of such sets as potential natural languages, the paradigm is usually called language identification, and the sets themselves “languages.” It will be convenient in what follows to drop the “language” qualifier when referring to identification.

Hypotheses. Intelligible hypotheses are the r.e. indices for languages, relative to some background, acceptable ordering of the Turing Machines (see [Machtay & Young, 1978] for “acceptable ordering”).

Data. To specify the data that Nature makes available about a given language L, we rely on the following terminology. An ω-sequence of natural numbers is called a text. The set of
numbers appearing in a text $t$ is denoted $\text{content}(t)$. Text $t$ is said to be for $L$ just in case $\text{content}(t) = L$. After choosing $L$ as reality, Nature presents the scientist with an arbitrary text for $L$, that is, an infinite listing of $L$ with no intrusions or omissions. If $L$ has at least two elements, the class of texts for $L$ is uncountable.

Let $t$ be a text for $L$. The initial finite sequence of length $n$ in $t$ is denoted $t[n]$. $t[n]$ may be thought of as an “evidential position” since it contains all the data about $L$ made available by $t$ at the $n$th moment of inquiry. The set $\{t[n] \mid n \in N \text{ and } t \text{ is a text}\}$ of all evidential positions is denoted $\text{SEQ}$. Note that $\text{SEQ}$ is the set of all finite sequences of natural numbers and hence is recursively isomorphic to $N$.

Scientists. A “scientist” is any function (not necessarily total or recursive) from $\text{SEQ}$ to $N$, where the latter are conceived as r.e. indices. Thus, a scientist is a system that converts its current, evidential position into an hypothesis about the language giving rise to his text.

Success. Success is defined in stages.

(2) Definition: Let scientist $\Psi$, text $t$, and $i \in N$ be given.

(a) $\Psi$ converges on $t$ to $i$ just in case for all but finitely many $n \in N$, $\Psi(t[n]) = i$.

(b) $\Psi$ identifies $t$ just in case there is $i \in N$ such that $\Psi$ converges to $i$ on $t$, and $i$ is an index for $\text{content}(t)$.

(c) $\Psi$ identifies language $L$ just in case $\Psi$ identifies all the texts for $L$.

(d) $\Psi$ identifies a collection $L$ of languages just in case $\Psi$ identifies every $L \in L$. In this case $L$ is said to be identifiable.

Thus, $\Psi$ identifies $L$ just in case for every text $t$ for any $L \in L$, $\Psi$ identifies $t$. Note that any singleton collection of languages is trivially identifiable (by a constant function). Scientists (and children) are challenged only by a wide range of theoretical possibilities.

To illustrate, the collection $F$ of finite sets is identifiable by $\Psi$ defined this way: For all $\sigma \in \text{SEQ}$, $\Psi(\sigma)$ is the smallest index for $\text{content}(\sigma)$, where the latter is the set of numbers appearing in $\sigma$. $F$ has the interesting property that no extension is identifiable [Gold, 1967], whereas every other identifiable collection can be extended to another one. The collection $L = \{N\} \cup \{N - \{x\} \mid x \in N\}$ is also unidentifiable, whereas it is easy to define a scientist that identifies $L - \{N\}$.

To prove the non-identifiability facts cited above, we rely on the “locking sequence” lemma. Its basic idea is due to [Blum & Blum, 1975].

(3) Definition: Let scientist $\Psi$, language $L$, and $\sigma \in \text{SEQ}$ be given. $\sigma$ is a locking sequence for $\Psi$ and $L$ just in case:

(a) $\Psi(\sigma)$ is defined; and

(b) for all $\tau \in \text{SEQ}$ drawn from $L$ that extend $\sigma$, $\Psi(\tau) = \Psi(\sigma)$.

Intuitively, $\sigma$ locks $\Psi$ onto its conjecture $\Psi(\sigma)$, in the sense that no new data from $L$ can lead $\Psi$ to change its mind.
Lemma: Let language $L$ and scientist $\Psi$ be such that $\Psi$ identifies $L$. Then there is a locking sequence $\sigma$ for $\Psi$ and $L$. Moreover, $\Psi(\sigma)$ is an index for $L$.

A proof is given in Section 12.1.

Now suppose that scientist $\Psi$ identifies some infinite language $L$. By the lemma, let $\sigma$ be a locking sequence for $\Psi$ and $L$, and let $t$ be a text that consists of endless repetitions of $\sigma$. By the choice of $\sigma$, $\Psi$ converges on $t$ to an index $i$ for $L$. Since $L$ is infinite, $i$ is not for $\text{content}(t)$ since the latter is finite. Hence, $\Psi$ fails to identify some text for a finite language, and thus does not identify $F$. This is enough to show that no scientist identifies a proper extension of $F$, as noted above. The nonidentifiability of $\{N\} \cup \{N - \{x\} \mid x \in N\}$ is shown similarly.

More generally, Lemma (4) allows us to provide the following characterization of identifiability (see Osherson et al., 1986c, Sec. 2.4) for the simple proof).

Proposition: [Angluin, 1980] Let collection $L$ of languages be given. $L$ is identifiable if and only if for all $L \in L$ there is finite $D_L \subseteq L$ such that for all $L' \in L$, if $D_L \subseteq L'$ then $L' \not\subset L$.

3 Remarks about the identification paradigm

Identification evidently provides a highly simplified portrait of first language acquisition and of empirical inquiry generally. Learning theorists have exercised considerable ingenuity in refining and elaborating the basic paradigm in view of more realistic models. Illustrations will be provided in the next section. First it may be useful to comment on a few aspects of the bare paradigm defined above.

3.1 Possible realities as sets of numbers

Limiting possible realities to r.e. subsets of $N$ is mathematically convenient, and has been a feature of much work in Learning Theory. The numbers are to be conceived as codes for objects and events found in scientific or developmental contexts. The details of such coding reflect substantive hypotheses concerning the kind of phonological, semantic, and other information available to children about the ambient language, or about the character of the data that drives scientific research. Unfortunately, mathematical studies of learning often neglect this aspect of formalization, simply starting with $N$ as the base of inquiry. Until Section 6 we shall follow suit.

Some sets of numbers are “single-valued,” in the sense of Rogers, 1967, Sec. 5.7]. By limiting attention to collections of single-valued, r.e. sets, one treats the important problem of synthesizing a computer program from examples of its graph (as in Shapiro, 1983]). Indeed, there have been more studies of function learning than of pure language learning (see Sharma et al., 1995]). In view of our present concern with natural language, no more will here be said about function learning (except for a remark in Section 4.9).

\footnote{An exception is Kugel, 1977, who drops the r.e. requirement.}
3.2 Reliability

The concepts of accuracy and stability are central to identification. Identifying a text \( t \) requires the scientist to ultimately issue an index \( i \) that enumerates \( \text{content}(t) \) and then to remain with \( i \) for the remainder of \( t \), that is, it requires eventual accuracy and stability of the scientist’s hypotheses. When we consider collections of languages a third concept arises. To identify collection \( L \), a scientist \( \Psi \) must succeed on any text for any member of \( L \). In this sense, \( \Psi \) is required to be a reliable agent of inquiry, succeeding not just on a happenstance collection of texts, but on all of them. Being able to reliably stabilize to an accurate conjecture is the hallmark of scientific competence in all of Learning Theory, and alternative paradigms provide varied reconstructions of these concepts. Kindred notions of reliability are studied in epistemology (e.g., [Goldman, 1986, Kornblith, 1985, Pappas, 1979]), which is one reason Learning Theory is considered pertinent to philosophical investigation (as in [Kelly, 1994]).

There is another aspect of successful performance that is pertinent to defining realistic models of language acquisition and of inquiry generally. Discovery should be reasonably rapid. The identification paradigm imposes no requirements in this connection, since successful scientists can begin convergence at any point in a text (and at different points for different texts, even for the same language). However, other paradigms build efficiency into the success criterion (as in [Daley & Smith, 1986]).

One requirement on scientists that is usually not imposed by Learning Theory is worth noting. To succeed in identification, the scientist must produce a final, correct conjecture about the contents of the text he is facing. He is not required, however, to “know” that any specific conjecture is final. To see what is at issue, consider the problem of identifying \( L = \{ N - \{ x \} \mid x \in N \} \). Upon seeing 0, 2, 3, 4, \ldots, 1000 there are no grounds for confidence in the appealing conjecture \( N - \{ 1 \} \) since the next bit of text might contradict this hypothesis. The identifiability of \( L \) does warrant a different kind of confidence, namely, that systematic application of an appropriate guessing rule will eventually lead to an accurate, stable conjecture on any text for a member of \( L \).

Distinguishing these two kinds of confidence allows us to focus on scientific success itself, rather than on the secondary question of warranted belief that success has been obtained. Thus, the fundamental question for Learning Theory is:

What kind of scientist reliably succeeds on a given class of problems?

rather than:

What kind of scientist “knows” when it is successful on a given class of problems?

Clarity about this distinction was one of the central insights that led to the mathematical study of empirical discovery (see [Gold, 1967, pp. 465-6]).

---

5 Efficiency is of paramount concern within the “PAC-learning” approach to inductive inference (see [Anthony & Biggs, 1992]). PAC-learning is less relevant than Formal Learning Theory to language acquisition by children, and is not treated here. For one attempt to relate the two approaches, see [Osherson et al., 1991a].

6 In “finite learning” scientists are allowed but a single conjecture so their attachment to it can be considered stronger than is the case for identification. See [Jain & Sharma, 1990b] for an illuminating study.
3.3 Comparative grammar

In the linguistic context, possible realities are the languages that children might be called upon to master. Now it seems evident to many linguists (notably, [Chomsky, 1975, Chomsky, 1986]) that children are not genetically prepared to acquire any, arbitrary language on the basis of the kind of casual linguistic exposure typically afforded the young. Instead, a relatively small class $H$ of languages may be singled out as "humanly possible" on the basis of their amenability to acquisition by children, and it falls to the science of linguistics to propose a nontrivial description of $H$. Specifically, the discipline known as "comparative grammar" attempts to characterize the class of (biologically possible) natural languages through formal specification of their grammars; and a theory of comparative grammar is a specification of some definite collection. Contemporary theories of comparative grammar begin with [Chomsky, 1957, Chomsky, 1965]), but there are several different proposals currently under investigation (see [Wasow, 1989] and J. Higginbotham's chapter in this handbook).

Theories of linguistic development stand in an intimate relation to theories of comparative grammar inasmuch as a theory of comparative grammar is true only if it embraces a collection of languages learnable by children. For this necessary condition to be useful, however, it must be possible to determine whether given collections of languages are learnable by children. How can this information be acquired? Direct experimental approaches are ruled out for obvious reasons. Investigation of existing languages is indispensable, since such languages have already been shown to be learnable by children; as revealed by recent studies much knowledge can be gained by examining even a modest number of languages (see [van Riemsdijk & Williams, 1986]).

We might hope for additional information about learnable languages from the study of children acquiring a first language. Indeed, many relevant findings have emerged from child language research. For example, the child’s linguistic environment appears to be largely devoid of explicit information about the nonsentences of the target language (see [Brown & Hanlon, 1970, Demetras et al., 1986, Hirsh-Pasek et al., 1984, Penner, 1987]). The acquisition process, moreover, is relatively insensitive to the order in which language is addressed to children (see [Newport et al., 1977, Schieffelin & Eisenberg, 1981]). Finally, certain clinical cases suggest that a child’s own linguistic productions are not essential to mastery of the incoming language ([Lenneberg, 1967]). These facts lend a modicum of plausibility to the use of texts as a model of the child's linguistic input. Other pertinent findings bear on the character of immature grammar, which appears not to be a simple subset of the rules of adult grammar but rather incorporates distinctive rules that will be abandoned later (see [Pinker, 1990]).

For all their interest, such findings do not directly condition theories of comparative grammar. They do not by themselves reveal whether some particular class of languages is accessible to children or whether it lies beyond the limits of their learning. Learning Theory may be conceived as an attempt to provide the inferential link between the results of acquisitional studies and theories of comparative grammar. It undertakes to translate empirical findings about language acquisition into information about the kinds of languages assimilable by young children. Such information can in turn be used to evaluate theories of comparative grammar.

To fulfill its inferential role, Learning Theory offers a range of models of language acquisition. The models arise by precisely constraining concepts generally left vague in studies of child language, namely, the five concepts listed in (1). The interesting paradigms from the point of
view of comparative grammar are those that best represent the circumstances of actual linguistic development in children. The deductive consequences of such models yield information about the class of possible natural languages.

Many of the paradigms investigated within the theory have little relevance to comparative grammar, for example, studies bearing on team-learning [Daley, 1986, Jain & Sharma, 1990b, Pitt, 1989]. On the other hand, considerable effort has been devoted to paradigms which bear on aspects of language acquisition. For purposes of illustration, the next section is devoted to refinements of the Identification paradigm.\(^7\)

4 More refined paradigms

Refinements of identification can alter any or all of the five components of paradigms, (1)a-e. We limit ourselves here to some simple illustrations bearing on the concepts:

- scientist (or child);
- data made available;
- successful inquiry.

More comprehensive surveys are available in [Angluin & Smith, 1983, Osherson et al., 1986c, Sharma et al., 1995]. The latter two references provide proofs for claims made in this section.

4.1 Memory limitation

It seems evident that children have limited memory for the sentences presented to them. Once processed, sentences are likely to be quickly erased from the child’s memory. Here we shall consider scientists that undergo similar information loss. The following notation is used. Let \(\sigma \in SEQ\) be given (\(SEQ\) is defined in Section 2). The result of removing the last member of \(\sigma\) is denoted by \(\sigma^-\) (if \(\text{length}(\sigma) = 0\), then \(\sigma^- = \sigma = \emptyset\)). The last member of \(\sigma\) is denoted by \(\sigma_{\text{last}}\) (if \(\text{length}(\sigma) = 0\), then \(\sigma_{\text{last}}\) is undefined).

The following definition says that a scientist is memory limited if his current conjecture depends on no more than his last conjecture and the current datum.

\[
\begin{align*}
(6) \text{ Definition:} \quad & \text{[Wexler & Culicover, 1980]} \quad \text{Scientist } \Psi \text{ is memory limited just in case for all } \sigma, \tau \in SEQ, \text{ if } \Psi(\sigma^-) = \Psi(\tau^-) \text{ and } \sigma_{\text{last}} = \tau_{\text{last}}, \text{ then } \Psi(\sigma) = \Psi(\tau).
\end{align*}
\]

Intuitively, a child is memory limited if her conjectures arise from the interaction of the current input sentence with the latest grammar that she has formulated and stored. The stored grammar, of course, may provide information about other sentences seen to date. To illustrate, it is not hard to prove that the class of finite languages is identifiable by memory limited scientist.

\(^7\)For further discussion of the role of Learning Theory in comparative grammar see [Osherson et al., 1984, Wexler & Culicover, 1980]. Other constraints on theories of comparative grammar might be adduced from biological considerations, or facts about language change. See [Lightfoot, 1982] for discussion.
Thus, it is sometimes possible to compensate for memory limitation by retrieving past data from current conjectures. Nonetheless, memory limitation places genuine restrictions on the identifiable collections of languages, as shown by the following proposition.

(7) Proposition: There is an identifiable collection of languages that is not identified by any memory limited scientist.

We give an idea of the proof (for details, see Osherson et al., 1986c, Prop. 4.4.1B]). Let $E$ be the set of even numbers, and consider the collection $L$ of languages consisting of:

(a) $E$,

(b) for every $n \in N$, $\{2n + 1\} \cup E$, and

(c) for every $n \in N$, $\{2n + 1\} \cup E - \{2n\}$.

It is easy to verify that $L$ is identifiable without memory limitation. In contrast, suppose that memory limited $\Psi$ identifies $E$, and let $\sigma \in SEQ$ be a locking sequence for $\Psi$ and $E$. Pick $n \in N$ such that $2n \notin \text{content}(\sigma)$. Then, $\Psi$ will have the same value on $\sigma$ and $\sigma$ extended by $2n$. From this point it is not difficult to see that $\Psi$ will fail to identify at least one text for either $\{2n + 1\} \cup E$ or $\{2n + 1\} \cup E - \{2n\}$. Hence, $\Psi$ does not identify $L$. As is common in results of this form one may now further establish that there are uncountably many such identifiable classes of languages not identified by any memory limited scientist.

Proposition (7) shows that, compared to the original paradigm, the memory limited model of linguistic development makes a stronger claim about comparative grammar, imposing a more stringent condition on the class of human languages. According to the refined paradigm, the human languages are not just identifiable, but identifiable by a memory limited learner. Of course, this greater stringency represents progress only if children are in fact memory limited in something like the fashion envisioned by Definition (6).

4.2 Fat text

It may be that in the long run every sentence of a given human language will be uttered indefinitely often. What effect would this have on learning?

(8) Definition:

(a) A text $t$ is fat just in case for all $x \in \text{content}(t)$, $\{n \mid t(n) = x\}$ is infinite.

(b) Let scientist $\Psi$ and collection $L$ of languages be given. $\Psi$ identifies $L$ on fat text just in case for every fat text $t$ for any $L \in L$, $\Psi$ identifies $t$. In this case, $L$ is identifiable on fat text.

Thus, every number appearing in a fat text appears infinitely often. It is easy to prove that every identifiable collection $L$ of languages is identifiable on fat text, and conversely.

Fat text is more interesting in the context of memory limitation. The following proposition shows that the former entirely compensates for the latter.
(9) **Proposition**: Suppose that collection $L$ of languages is identifiable. Then some memory
limited scientist identifies $L$ on fat text.

### 4.3 Computability

The Turing simulability of human thought is a popular hypothesis in Cognitive Science, and
the bulk of Learning Theory has focussed on scientists that implement computable functions. Obviously, any collection of languages that is identifiable by computable scientist is identifiable
tout court. The converse question is settled by the following.

(10) **Proposition**: Let $S$ be any countable collection of functions from $SEQ$ to $N$ (conceived
as scientists). Then there is an identifiable collection $L$ of languages such that no member
of $S$ identifies $L$.

One argument for (10) proceeds by constructing for each $Q \subseteq N$ an identifiable collection $L_Q$ of languages such that no single scientist can identify two such classes. The proposition then follows from the fact that there are uncountably many subsets of $N$ but only countably many Turing machines. (See [Osherson et al., 1986c, Prop. 4.1A] for details.)

The assumption that children are Turing simulable is thus a substantive hypothesis for
comparative grammar inasmuch as it renders unlearnable some otherwise identifiable collections of languages (assuming the empirical fidelity of the other components of the identification paradigm, which is far from obvious). On the other hand, under suitable assumptions of uniform recursivity of the class of languages, the characterization of (ineffective) identifiability offered by (5) can be transformed into a characterization of identifiability witnessed by Turing-computable scientist (see [Angluin, 1980] and for applications [Kapur, 1991, Kapur & Bilardi, 1992]).

It might be thought that Proposition (10) points to a complexity bound on the languages that co-inhabit collections identifiable by computable scientist. However, the following proposition shows that such a bound cannot be formulated in terms of the usual notions of computational complexity, as developed in [Blum, 1967].

(11) **Proposition**: [Wiehagen, 1978] There is a collection $L$ of languages with the following
properties.

(a) Some computable scientist identifies $L$.

(b) For every r.e. $S \subseteq N$ there is $L \in L$ such that $S$ and $L$ differ by only finitely many
elements (that is, the symmetric difference of $S$ and $L$ is finite).

One such collection turns out to consist of all languages $L$ whose least member is an index for $L$. This collection is easily identified (indeed, by a Turing Machine that runs in time linear in the length of the input), and an application of the recursion theorem shows it to satisfy (11)b. This argument is Wiehagen’s (see [Osherson et al., 1986c, Prop. 2.3A]).

Once alternative hypotheses about scientists have been defined and investigated it is natural
to consider their interaction. We illustrate with the following fact about memory limitation
(Definition (6)).
(12) Proposition: There is a collection $L$ of languages with the following properties.

(a) Some memory limited scientist (not computable) identifies $L$.
(b) Some computable scientist identifies $L$.
(c) No computable, memory-limited scientist identifies $L$.

4.4 Consistency, Conservatism, Prudence

At the intuitive level, learning theorists use the term "strategy" to refer to a policy for choosing hypotheses in the face of data. Formally, a strategy is just a subset of scientists, such as the class of memory-limited scientists. Further illustration is provided by the next definition, which relies on the following notation. The finite set of numbers appearing in $\sigma \in SEQ$ is denoted $content(\sigma)$. If scientist $\Psi$ is defined on $\sigma$, then the language hypothesized by $\Psi$ on $\sigma$ is denoted $W_{\Psi(\sigma)}$ (notation familiar from [Rogers, 1967]).

(13) Definition: Let scientist $\Psi$ be given.

(a) [Angluin, 1980] $\Psi$ is consistent just in case for all $\sigma \in SEQ$, $content(\sigma) \subseteq W_{\Psi(\sigma)}$.
(b) [Angluin, 1980] $\Psi$ is conservative just in case for all $\sigma \in SEQ$, if $content(\sigma) \subseteq W_{\Psi(\sigma^-)}$ then $\Psi(\sigma) = \Psi(\sigma^-)$.
(c) [Osherson et al., 1982] $\Psi$ is prudent just in case for all $\sigma \in SEQ$, if $\Psi(\sigma)$ is defined then $\Psi$ identifies $W_{\Psi(\sigma)}$.

Thus, the conjectures of a consistent scientist always generate the data seen so far. A conservative scientist never abandons a locally successful conjecture. A prudent scientist only conjectures hypotheses for languages he is prepared to learn.

Conservatism has been the focus of considerable interest within linguistics and developmental psycholinguistics. The prudence hypothesis is suggested by "prestorage" models of linguistic development (as in [Chomsky, 1965]). A prestorage model posits an internal list of candidate grammars that coincides exactly with the natural languages; at any moment in language acquisition, the child is assumed to respond to available data by selecting a grammar from the list. Regarding consistency, it is likely not a strategy adopted by children since early grammars are inconsistent with most everything the child hears; on the other hand, consistency is a property of learners that has attracted the attention of epistemologists (e.g., [Juhl, 1993, Kelly, 1994]).

Consistency and conservatism are substantive strategies in the following sense.

(14) Proposition:

(a) There is a collection of languages that is identifiable by computable scientist but by no consistent, computable scientist.
(b) [Angluin, 1980] There is a collection of languages that is identifiable by computable scientist but by no conservative, computable scientist.

---

9For more information about consistency and cognate notions, see [Fulk, 1988].
10See [Kinber, 1994] for thorough analysis of conservatism and related concepts.
In contrast, we have the following fact about prudence.

(15) **Proposition:** [Fulk, 1990] Suppose that collection $L$ of languages can be identified by computable scientist. Then $L$ can be identified by computable, prudent scientist.

Indeed, the prudent scientist can be constructed uniformly from an index for the original one [Kurtz & Royer, 1988]. Fulk's proof proceeds by showing that every class of languages identified by a computable scientist can be extended to a similarly identifiable collection with an r.e. index set. Proposition (15) then follows easily (see [Osherson et al., 1986c, Lemmas 4.3.4A,B]).

### 4.5 Noisy and Incomplete Texts

Although it appears that children's linguistic environments are largely free of grammatical error [Newport et al., 1977], imperfections of two sorts are bound to arise. On the one hand, ungrammatical strings might find their way into the corpus; on the other hand, certain grammatical strings might be systematically withheld. Texts with simple forms of these defects may be defined as follows.

(16) **Definition:** Let language $L$ and text $t$ be given.

a) $t$ is a *noisy* text for $L$ just in case there is finite $D \subseteq N$ such that $t$ is an (ordinary) text for $L \cup D$.

b) $t$ is an *incomplete* text for $L$ just in case there is finite $D \subseteq N$ such that $t$ is an (ordinary) text for $L - D$.

c) Scientist $\Psi$ identifies $L$ on *noisy text* just in case for every noisy text $t$ for $L$, $\Psi$ converges on $t$ to an index for $L$. $\Psi$ identifies collection $L$ of languages on *noisy text* just in case $\Psi$ identifies every $L \in L$ on noisy text.

d) Scientist $\Psi$ identifies $L$ on *incomplete text* just in case for every incomplete text $t$ for $L$, $\Psi$ converges on $t$ to an index for $L$. $\Psi$ identifies collection $L$ of languages on *incomplete text* just in case $\Psi$ identifies every $L \in L$ on incomplete text.

It is easy to see that noise and incompleteness interfere with learning languages differing only finitely from each other. A more substantial fact is the following.

(17) **Proposition:** There is a collection $L$ of languages with the following properties.

a) Every $L \in L$ is infinite.

b) Every distinct pair of languages in $L$ is disjoint.

c) Some computable scientist identifies $L$ (on ordinary text).

d) No computable scientist identifies $L$ on noisy text.

A parallel fact holds for incompleteness. Indeed, it is shown in [Fulk et al., 1992, Theorem 1] that incompleteness is substantially more disruptive for identification than is noise.
4.6 Exact identification

The dictum that natural languages are learnable by children (via casual exposure, etc.) has a converse, namely, that nonnatural languages are not learnable. We are thus led to consider a variant of identification in which successfully learning collection $L$ entails identifying $L$ and no more. But a complication arises. It may be that certain degenerate languages (e.g., containing but a single word) can be learned by children, even though we do not wish to classify them as natural.

There are findings to suggest, however, that children are not inclined to learn profoundly inexpressive languages. Some of the evidence comes from studies of children raised in pidgin dialects [Sankoff & Brown, 1976]; other work involves the linguistic development of sensorily deprived children [Feldman & Goldin-Meadow, 1978, Landau & Gleitman, 1985]. If we accept the thesis that learnability implies expressiveness, then it is appropriate to define the natural languages as exactly the collection of learnable languages.

Within Learning Theory these ideas give rise to the following definition.

(18) **Definition**: [Osherson & Weinstein, 1982a] Let scientist $\Psi$ and collection $L$ be given. $\Psi$ identifies $L$ *exactly* just in case $\Psi$ identifies $L$ and identifies no proper superset of $L$.

The requirement of exact identification interacts with hypotheses about strategies. This is illustrated by comparing Proposition (15) with the following.

(19) **Proposition**: There is a collection $L$ of languages with the following properties.

(a) Some computable scientist exactly identifies $L$,

(b) No prudent, computable scientist exactly identifies $L$.

More generally, exact identifiability by computable scientist is possible only in the circumstances described below.

(20) **Proposition**: Let collection $L$ of languages be given. Some computable scientist exactly identifies $L$ if and only if $L$ is $\Pi^0_1$ indexable and some computable scientist identifies $L$.

The $\Pi^0_1$ indexability of $L$ here means that there is a $\Pi^0_1$ subset of $N$ that holds indexes for just the members of $L$. We note that (19) is a corollary to (20). For, there are computably identifiable, properly $\Pi^0_1$ collections of languages whereas any collection that is identified by prudent, computable scientist is r.e. indexable. (See [Osherson et al., 1986c, Sec. 7] for discussion.)

4.7 Efficiency

First language acquisition by children has struck many observers as remarkably rapid.\textsuperscript{11} It is thus pertinent to examine paradigms in which success requires efficient use of data. To define a simple paradigm of this character, we use the following terminology. Let scientist $\Psi$, text $t$, and

\textsuperscript{11}But not everyone. See [Putnam, 1980].
$n \in N$ be given. Suppose that $\Psi$ converges on $t$ to index $i \in N$. Then $n$ is called the convergence point for $\Psi$ on $t$ just in case $n$ is smallest such that $\Psi$ conjectures $i$ on all initial segments of $t$ of length $n$ or greater. If $\Psi$ does not converge on $t$ we take the convergence point to be $\infty$.

(21) DEFINITION: [Gold, 1967] Let scientists $\Psi_0$ and $\Psi_1$, and collection $L$ of languages be given.

(a) $\Psi_0$ identifies $L$ strictly faster than $\Psi_1$ just in case:
   i. both $\Psi_0$ and $\Psi_1$ identify $L$;
   ii. for every text $t$ for every $L \in L$, the convergence point for $\Psi_0$ on $t$ is no greater than that for $\Psi_1$ on $t$;
   iii. for some text $t$ for some $L \in L$, the convergence point for $\Psi_0$ on $t$ is smaller than that for $\Psi_1$ on $t$.

(b) $\Psi_0$ identifies $L$ efficiently just in case $\Psi_0$ identifies $L$, and no scientist $\Psi_1$ identifies $L$ strictly faster than $\Psi_0$.

The next proposition shows that the three strategies examined in Section 4.4 guarantee efficient learning.

(22) PROPOSITION: Suppose that scientist $\Psi$ identifies collection $L$ of languages. If $\Psi$ is consistent, conservative and prudent then $\Psi$ identifies $L$ efficiently.

The preceding proposition can be used to show that in the absence of computability constraints, efficiency imposes no restriction on identification (see [Osherson et al., 1986c, Sec. 4.5.1]). In contrast, the work of computable scientists cannot always be delegated to efficient, computable ones.

(23) PROPOSITION: There is a collection $L$ of languages with the following properties.

(a) Some computable scientist identifies $L$.

(b) For every computable scientist $\Psi$ that identifies $L$ there is a computable scientist that identifies $L$ strictly faster than $\Psi$.

A rough idea of the proof may be given as follows (see [Osherson et al., 1986c, Prop 8.2.3A] for details). Suppose that $Q \subseteq N$ is an r.e., nonrecursive set, and that $\Psi$’s speed is aided by quickly deciding whether $n \in N$ belongs to $Q$. Then $\Psi$ cannot do this for at least one $n$ since otherwise $Q$ would be recursive. Hence, there is a scientist strictly faster than $\Psi$ which has built-in information about this $n$ but which otherwise behaves like $\Psi$.

4.8 Stability and accuracy liberalized

Identification proposes strict criteria of hypothesis stability and accuracy (in the sense of Section 3.2), and many liberalizations have been examined. For example, weaker criteria of stability might allow successful learners to switch indefinitely often among indices for the same language, or alternatively, to cycle among some finite set of them [Osherson & Weinstein, 1982b,
Jain et al., 1989]. Weaker criteria of accuracy might allow a finite number of errors into the final conjecture [Case & Smith, 1983], or else allow the final conjecture to “approximate” the target in a variety of senses [Fulk & Jain, 1992, Royer, 1986]. These and other liberalizations have been studied extensively, both separately and in combination. For a review of findings, see [Sharma et al., 1995].

4.9 Identifying the child’s program for language acquisition

Whereas the child’s task is to discover a grammar for the ambient language, the task of developmental psycholinguists is to discover the mental program animating the child’s efforts. By focusing on the child’s learning program rather than on what it learns, we may attempt to define paradigms that illuminate the prospects for success in discovering the mechanisms of first language acquisition. In this case the learner is the psycholinguist and her data may be conceived as the graph of the acquisition function implemented by the child. Successful inquiry consists of converging on the graph to an index for the child’s learning function. A less stringent requirement is convergence to a program that identifies at least as many languages as children do, irrespective of its similarity to the child’s method. This latter success criterion is called “weak delimitation.”

We would like to know how wide a class of potential children can be identified or weakly delimited. If the class is narrow, there may be no reliable means of investigating first-language acquisition. Success in psycholinguistics would depend in this case upon the fortuitous circumstance that the child’s learning function falls into the small class of possibilities for which our scientific methods are adapted.

In [Osherson & Weinstein, in pressb] it is shown that some narrow classes of potential children can be neither identified nor weakly delimited. One such class consists of just those children that identify less than three, nonempty languages, none of them finite.

5 The need for complementary approaches

A quarter century of research within Formal Learning Theory has provided suggestive findings for both epistemology and linguistics. It seems fair to say, however, that its impact on the latter discipline has as yet been meager, despite efforts to confront theories of comparative grammar with results about learning (as in [Berwick, 1986, Osherson et al., 1984, Truscott & Wexler, 1989, Wexler & Culicover, 1980]). One reason for the lack of interaction is the abstract character of learning theoretic results. Indeed, the majority of findings remain true under recursive permutation of \( N \), and hence have little to do with the grammatical structure of natural language.

A more recent tradition of research on learning shows greater promise in this regard. For example, [Shinohara, 1990] considers languages defined via elementary formal systems (EFS’s) in the sense of [Smullyan, 1961]. He proves that for any \( n \in N \), the class of languages definable by length-bounded EFS’s with at most \( n \) axioms is computably identifiable. From this it follows that for any \( n \in N \), the class of languages with context-sensitive grammars of at most \( n \) rules is similarly identifiable. Another notable finding is due to [Kanazawa, 1993]. He shows that the class of classical categorial grammars assigning at most \( k \) types to each symbol is identifiable.
by computable scientist in the sense of Definition (2), above. As Kanazawa notes, it follows that the entire class of context-free languages is similarly learnable, provided that texts are enriched with information about the type-ambiguity of each symbol. (For further results, see [Kanazawa, 1994].)

Results like the foregoing are of potentially greater interest to linguistic theory than those bearing on arbitrary r.e. sets. However, research in the new tradition has yet to investigate the special character of children’s learning, e.g., its memory-limitation and resistance to noise. These are just the topics given greatest attention in the older literature.

To understand a second reason for Learning Theory’s lack of impact on linguistics, let us recall that comparative grammar is supposed to contribute to the theory of innate ideas. In particular, the universal elements of grammar, invariant across natural languages, correspond to what the prelinguistic child already knows about the language into which he is plunged. Extensive debate has arisen about the form in which such knowledge might be lodged in the infant’s mind — and even whether it should be called “knowledge” at all, instead of simply “predisposition” (see, for example, [Chomsky, 1975, Matthews, 1984, Putnam, 1967, Stich, 1978]). To address the issue squarely, let us conceive of the child’s innate preparation to learn language as a prestored message that characterizes the class of potential natural languages. Then it is difficult to locate this message within the learning paradigms of the Putnam/Gold/Solomonoff tradition. There are just classes of languages in play, under no particular description. Given specific assumptions about data-presentation and so on, either the child can learn the languages or not. There is no innate starting point in sight.12

To remedy this shortcoming, some recent paradigms have conceived of innate knowledge as a first-order theory in a countable language (e.g., [Osherson et al., 1991b, Osherson et al., 1992]). In the usual case, the innate theory is not complete; otherwise, there is nothing to learn and there would be no linguistic variation across cultures. So the child’s task is to extend the innate theory via new axioms that are true of the particular language spoken in his environment. Consequently, these paradigms consider a single sentence in the language of the original theory, and ask what sort of learning device could determine the truth-value of the sentence by examining data from the environment. The environment is assumed to be consistent with the child’s background theory, which thus serves as prior information about the range of theoretical possibilities.

The remainder of the chapter provides details about this approach. To keep the discussion manageable, it is limited to a single strand of inquiry, leaving several relevant studies aside (e.g., [Glymour & Kelly, 1989, Kelly & Glymour, 1993]). The work to be discussed was stimulated by the seminal papers [Glymour, 1985, Shapiro, 1981, Shapiro, 1991].

We proceed as follows. Background ontology and basic concepts occupy Section 6. An elementary but fundamental paradigm is described in Section 7 and some basic facts presented. More sophisticated paradigms are advanced in Sections 8 and 9. Their relevance to first language acquisition is taken up in Section 10. Unless noted otherwise, verification of examples and proofs of propositions are given in the appendix to this chapter.

12A preliminary attempt to communicate “starting points” to learners within a recursion theoretic framework is reported in [Osherson et al., 1988].
6 Ontology and basic concepts

6.1 Overview

The paradigms in the remainder of this chapter are embedded in a first-order logical framework. By this is meant that the "possible worlds" in which the scientist might find herself are represented by relational structures for a first-order language. Moreover, the hypotheses that the scientist advances about her world are limited to sentences drawn from the same language. Generalizations are of course possible (as in [Kelly & Glymour, 1992; Osherson & Weinstein, 1989a], for example), but our aim here is to exhibit significant results within the simplest framework possible.

6.2 Language, structures, assignments

We fix a countably infinite collection \( D \) of individuals \( d_0, d_1, \ldots \). \( D \) is the domain of all structures to be considered in the sequel. In particular, given a set \( T \) of first-order sentences, \( \text{mod}(T) \) denotes the class of structures with domain \( D \) that satisfy \( T \). The exclusion of finite models from the remainder of the discussion is only for convenience. In contrast, the exclusion of uncountable models is necessary to avoid unresolved conceptual questions (see [Osherson & Weinstein, 1986, Section 6.1]).

By a "\( D \)-sequence" is meant an \( \omega \)-sequence onto \( D \) (i.e., with range equal to all of \( D \)). Given \( D \)-sequence \( d \) and \( i \in N \), \( d_i \) denotes the \( i \)th member of \( d \), and \( d[i] \) denotes the initial segment of length \( i \) in \( d \). The set \( \{d[i] \mid d \text{ is a } D \text{-sequence and } i \in N \} \) of all finite initial segments of \( D \)-sequences is denoted \( D^{<\omega} \).

We also fix a language \( L \) with a countable set \( \text{VAR} = \{v_i \mid i \in N \} \) of variables. The vocabulary of \( L \) is assumed to be finite and include only constants and relation symbols (including identity). The sets of \( L \)-formulas and \( L \)-sentences are denoted by \( L_{\text{form}} \) and \( L_{\text{sen}} \), respectively. The set of free variables occurring in \( \varphi \in L_{\text{form}} \) is denoted \( \text{var}(\varphi) \). We use \( \text{BAS} \) to denote the set of basic formulas, that is, the subset of \( L_{\text{form}} \) consisting of atomic formulas and negations thereof.

A \( D \)-sequence \( d \) will be used to assign objects from \( D \) to variables in \( \text{VAR} \). In particular, for every \( i \in N \), \( d(v_i) = d_i \). Similarly, the finite sequence \( \bar{d} = (d_0, \ldots, d_n) \in D^{n+1} \) corresponds to the finite assignment \( \{(v_0, d_0), \ldots, (v_n, d_n)\} \). By \( \text{domain}(\bar{d}) \) is meant the set of variables that \( \bar{d} \) interprets, i.e., \( \{v_i \in \text{VAR} \mid i < \text{length}(\bar{d})\} \).

6.3 Environments

(24) Definition: Let structure \( S \) and \( D \)-sequence \( d \) be given. By the environment for \( S \) and \( d \) is meant the \( \omega \)-sequence \( e \) such that for all \( i \in N \), \( e_i = \{\beta \in \text{BAS} \mid \text{var}(\beta) \subseteq \text{domain}(d[i]) \text{ and } S, \bar{d}, \beta[d[i]] \} \text{.} \) An environment for \( S \) is an environment for \( S \) and \( d \), for some \( D \)-sequence \( d \). An environment is an environment for some structure.

---

13The exclusion of function symbols is for convenience only. Their presence would slightly complicate the definition of environments, below.
Thus, an environment is a sequence of ever-more-inclusive, finite, consistent sets of basic formulas. (The sets are finite by our choice of \( \mathcal{L} \).) It is as if Nature chooses elements from \( \mathbf{D} \) one by one, and after each selection tells us everything she can about the new element and its relation to all the previously chosen elements. For example, suppose that the predicates of \( \mathcal{L} \) are \( \{=, R\} \), and that structure \( \mathcal{S} \) interprets \( R \) as \( \{(d_i, d_j) \mid i < j\} \). If \( \mathbf{D} \)-sequence \( d \) is \( d_0, d_1, d_2 \ldots \) then the environment for \( \mathcal{S} \) and \( d \) begins this way:

\[
\begin{array}{c}
v_0 = v_0 \\
v_1 = v_1 \\
v_0 \neq v_1 \\
\neg R v_0 v_0
\end{array}
\quad \begin{array}{c}
v_0 = v_0 \\
v_2 = v_2 \\
v_2 \neq v_1 \\
\neg R v_0 v_1
\end{array}
\quad \begin{array}{c}
v_1 = v_1 \\
v_0 \neq v_2 \\
\neg R v_1 v_0 \\
R v_0 v_2
\end{array}
\quad \begin{array}{c}
v_0 \neq v_1 \\
v_2 \neq v_0 \\
\neg R v_2 v_0 \\
R v_1 v_2
\end{array}
\quad \begin{array}{c}
v_1 \neq v_0 \\
v_1 \neq v_2 \\
\neg R v_2 v_1 \\
\neg R v_0 v_0
\end{array}
\]

The following lemma is straightforward (a proof appears in [Osherson & Weinstein, 1986]).

(25) **Lemma:** Let environment \( e \) and structures \( \mathcal{S} \) and \( \mathcal{U} \) be given. If \( e \) is for both \( \mathcal{S} \) and \( \mathcal{U} \) then \( \mathcal{S} \) and \( \mathcal{U} \) are isomorphic.

### 6.4 Scientists

The finite segment of length \( i \) in environment \( e \) is denoted \( e[i] \), and the set \( \{e[i] \mid e \text{ is an environment and } i \in N\} \) is denoted \( \text{SEQ} \) (there is no risk of confusion with our previous use of \( \text{SEQ} \) in Section 2). Since \( \mathcal{L} \) is a finite relational language, \( \text{SEQ} \) is a collection of finite sequences of finite subsets of a fixed countable set; hence, \( \text{SEQ} \) is countable.

A (formal) scientist is defined to be any function from \( \text{SEQ} \) to \( \mathcal{L}_{\text{sen}} \). According to this conception, scientists examine the data embodied in finite initial segments of environments, and emit hypotheses about the underlying structure in the guise of first-order sentences.

(26) **Definition:** Let \( \theta \in \mathcal{L}_{\text{sen}} \), environment \( e \), and scientist \( \Psi \) be given. \( \Psi \) **converges** on \( e \) to \( \theta \) just in case \( \Psi(e[i]) = \theta \) for all but finitely many \( i \in N \).

### 6.5 Solvability for environments

To succeed in a given environment, we require the scientist’s hypotheses to stabilize to a single, true, interesting sentence. The idea of stabilization is defined by (26), above. Rather than attempt to formalize the concept of “interesting sentence,” we leave it as a parameter in the definition of scientific success. The parameter takes the form of a subset \( X \) of sentences, which count as the interesting ones.

(27) **Definition:**

Let \( X \subseteq \mathcal{L}_{\text{sen}} \), scientist \( \Psi \) and structure \( \mathcal{S} \) be given. Suppose that environment \( e \) is for \( \mathcal{S} \). Then \( \Psi \) **\( X \)-solves** \( e \) just in case there is \( \theta \in X \) such that:

(a) \( \Psi \) converges on \( e \) to \( \theta \), and

(b) \( \mathcal{S} \models \theta \).
It is Lemma (25) that renders clause (b) unambiguous: up to isomorphism, \( S \) is the unique structure for which \( e \) is an environment.

(28) **Example:** For \( \theta \in \mathcal{L}_{\text{sen}} \), let \( X = \{ \theta, \neg \theta \} \). Then, scientist \( \Psi \) X-solves environment \( e \) for structure \( S \) just in case \( \Psi \) converges on \( e \) to whichever of \( \theta \), \( \neg \theta \) is true in \( S \). This choice of \( X \) yields the paradigm of “truth-detection,” analyzed in [Glymour & Kelly, 1989, Osherson *et al.*, 1991b].

Other choices of \( X \) are discussed in [Osherson & Weinstein, in pressa, Osherson *et al.*, 1992].

### 6.6 Solvability for structures

All of the paradigms discussed below share the foregoing apparatus. They differ only in the definition given to the idea of solving a given structure \( S \). In each case a scientist will be credited with solving \( S \) if she solves enough environments for \( S \), but the paradigms differ in their interpretation of “enough.” The first (and simplest) paradigm conceives the matter in absolute terms: To solve \( S \) the scientist must be able to solve all of its environments. Subsequent paradigms offer probabilistic conceptions.

A scientist \( \Psi \) solves a collection \( \mathcal{K} \) of structures just in case \( \Psi \) solves all the structures in \( \mathcal{K} \). This is a constant feature of our paradigms, regardless of how the solution of individual structures is defined. Of particular interest is the case of elementary classes of structures, picked out by a first-order theory. The results discussed below bear principally on this case.

### 6.7 Relation to language acquisition

Let us relate the concepts discussed above to the child’s acquisition of a first language.

The collection \( X \) of sentences represents alternative, finitely axiomatized theories of some circumscribed linguistic realm, for example, well-formedness or pragmatic force. Each member of \( X \) provides an adequate description of a potential human language (relative to the realm in question). The description is “adequate” in the sense of representing the implicit knowledge accessible to mature speakers. The child’s task is to find a member of \( X \) that is true of the particular language presented to him.

The class \( \mathcal{K} \) of structures embodies the range of linguistic realities for which children are genetically prepared. These realities are the “human” or “natural” ones, in the terms of Section 3.3. If \( \mathcal{K} \) is elementary, then the child is assumed competent for any linguistic situation that satisfies a certain theory. The theory can thus be conceived as a component of Universal Grammar, embodying linguistic information available innately to the child at the start of language acquisition.

Environments represent the linguistic data from which a theory can be inferred. In this perspective, \( D \) might consist of vocalic events (perhaps with associated context) which are classified by the predicates of \( \mathcal{L} \). For example, if the theories in \( X \) bear on pragmatic force, then predicates might code the intonational contours of utterances, the apparent emotional state of the speaker, etc. Note that environments give direct access to “negative data,” whereas this is
often assumed not to be a feature of linguistic input to children (see the discussion in Section 3.3, above). To exclude negative data from environments it suffices to restrict their content to atomic formulas, suppressing basic formulas containing negations. We have not adopted this convention since it is unclear whether negative evidence is lacking in linguistic realms other than syntax; in learning the semantics of quantifiers, for example, negative feedback might be available from the failure to communicate an intended meaning. In any event, it remains to determine how well our theorems transfer to the case of "positive environments."

Formal scientists play the role of children. Their mission is to stabilize to a true theory drawn from X. In the model of Section 7 it will be assumed that children achieve such stability with perfect reliability, i.e., no matter how the data are presented. The models of Section 8 and 9 admit the possibility that language acquisition fails when data are presented in an unlikely order.

Suppose that we’ve established a linguistic realm of interest (e.g., well-formedness). Suppose furthermore that X holds the kind of theories achieved by adults for that realm. Then, a nontrivial property can be attributed to the class of natural languages, namely, X-solvability in the relevant sense. The paradigms now presented provide alternative definitions of X-solvability.

7 First paradigm: Absolute solvability

The idea of solving an environment was formulated in Definition (27) above. To solve a structure, our first paradigm requires the scientist to solve all of its environments. Subsequent paradigms adopt a probabilistic stance.

7.1 Solving arbitrary collections of structures

(29) Definition: Let \( X \subseteq \mathcal{L}_{sen} \) and scientist \( \Psi \) be given.

(a) \( \Psi \) X-solves structure \( S \) just in case \( \Psi \) X-solves every environment for \( S \).

(b) \( \Psi \) X-solves collection \( \mathcal{K} \) of structures just in case \( \Psi \) X-solves every \( S \in \mathcal{K} \). In this case, \( \mathcal{K} \) is said to be X-solvable.

For the examples to follow, we suppose that \( \mathcal{L} \) is limited to a sole binary relation symbol \( R \) (plus identity).

(30) Example: Let \( X = \{ \theta, \neg \theta \} \) for \( \theta = \forall x \exists y Rx y \) ("there is no greatest point"). We describe the extensions of \( R \) in a collection \( \mathcal{K} = \{ S_j \mid j \in \mathbb{N} \} \). \( R^{S_0} \) is the successor function \( \{(d_i, d_{i+1}) \mid i \in \mathbb{N} \} \). For \( j > 0 \), \( R^{S_j} \) is \( \{ (d_i, d_{i+1}) \mid i < j \} \). Then \( \mathcal{K} \) is not X-solvable.

(31) Example: Let \( \mathcal{K} \) be as defined in Example (30). Given \( n \in \mathbb{N} - \{0\} \), let \( \theta_n = \exists x_1 \ldots x_{n+1} (Rx_1 x_2 \land \ldots \land Rx_n x_{n+1} \land \forall y \neg R y x_1 \land \forall z \neg R x_{n+1} z) \)

i.e., there is an \( R \)-chain of length exactly \( n \). Then, for all \( n \in \mathbb{N} - \{0\} \), \( \mathcal{K} \) is \( X_n \)-solvable, where \( X_n = \{ \theta_n, \neg \theta_n \} \). The simple proof is left for the reader.
(32) **Example**: Let \( T \) be the theory of linear orders (with respect to \( R \)). Let \( \Lambda = \exists x \forall y Rxy \) ("there is a least point"), \( \Gamma = \exists x \forall y Rxy \) ("there is a greatest point"), and \( X = \{ \Lambda, \neg \Lambda \} \). Then \( \text{mod}(T \cup \{ \Lambda \lor \Gamma, \neg(\Lambda \land \Gamma) \}) \) is \( X \)-solvable whereas \( \text{mod}(T) \) is not.

For verification of Example (32), see [Osherson et al., 1991b, Example 5]. Additional examples are given in [Osherson & Weinstein, 1989b, Osherson & Weinstein, in pressa].

Example (32) reveals that inductive inference within our paradigm does not amount to "waiting for deduction to work." For, no \( \sigma \in \text{SEQ} \) implies either \( \Lambda \) or \( \neg \Lambda \) in the models of \( T \cup \{ \Lambda \lor \Gamma, \neg(\Lambda \land \Gamma) \} \). The latter class is nonetheless \( \{ \Lambda, \neg \Lambda \} \)-solvable.

### 7.2 Solving elementary classes of structures

The theory of solvability has a simple character when limited to first-order definable classes of structures (as in Example (32), above). The theory defining such a class may be conceived as a scientific "starting point" since it embodies all the prior information that is available about a potential environment. In this case there is a computable learning method that is optimal, even compared to methods embodied by noncomputable scientists. We state the matter precisely in the following proposition (whose formulation presupposes familiarity with the arithmetical hierarchy and in particular with the notion of a \( \Sigma^0_2 \) subset of \( L_{\text{sen}} \)).

(33) **Proposition**: Suppose that \( X \subseteq L_{\text{sen}} \) is \( \Sigma^0_2 \). Then there is an oracle machine \( M \) such that for all \( T \subseteq L_{\text{sen}} \), if \( \text{mod}(T) \) is \( X \)-solvable, then \( M^T \) \( X \)-solves \( \text{mod}(T) \).

The proposition follows immediately from the following lemmas. Their statement requires a preliminary definition, along with the following notation: \( \varphi \in L_{\text{sen}} \) will be called "\( \exists \forall \)" if it is existential-universal in form; either or both sets of quantifiers may be null.

(34) **Definition**: Let \( X \subseteq L_{\text{sen}} \) and \( T \subseteq L_{\text{sen}} \) be given. \( X \) is **confirmable** in \( T \) just in case for all \( S \in \text{mod}(T) \) there is \( \varphi \in L_{\text{sen}} \) such that:

- (a) \( \varphi \in \exists \forall \),
- (b) \( S \models \varphi \), and
- (c) for some \( \theta \in X, T \cup \{ \varphi \} \models \theta \).

(35) **Lemma**: Let a \( \Sigma^0_2 \) subset \( X \) of \( L_{\text{sen}} \) be given. Then there is an oracle machine \( M \) such that for all \( T \subseteq L_{\text{sen}} \), if \( X \) is confirmable in \( T \) then \( M^T \) \( X \)-solves \( \text{mod}(T) \).

(36) **Lemma**: Let \( X \subseteq L_{\text{sen}} \) be given. For all \( T \subseteq L_{\text{sen}} \), if \( \text{mod}(T) \) is \( X \)-solvable, then \( X \) is confirmable in \( T \).

Lemma (35) is an exercise in "dovetailing" and \( \Sigma^0_2 \)-programming, some of the basic ideas already appearing in [Gold, 1965, Putnam, 1965]. A complete proof in a closely related paradigm is given in [Osherson & Weinstein, in pressa]. We do not repeat it here. (Lemma (36) is proved in Section 12.5, below.)
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In [Osherson et al., 1991b] the following corollary is derived from Lemma (36) and a weaker version of Lemma (35).

(37) **Corollary:** Let $\theta \in L_{sen}$ and $T \subseteq L_{sen}$ be given. Then $mod(T)$ is $\{\theta, -\theta\}$-solvable if and only if both $\theta$ and $-\theta$ are equivalent over $T$ to existential-universal sentences.

As an immediate consequence of Corollary (37) and [Chang & Keisler, 1977, Theorem 3.1.16], we obtain the following fact, demonstrated independently in [Kelly, 1994] (cited in [Earman, 1992, Chapter 9]).

(38) **Corollary:** Let $\theta \in L_{sen}$ and $T \subseteq L_{sen}$ be given. Then $mod(T)$ is $\{\theta, -\theta\}$-solvable if and only if $\theta$ is equivalent over $T$ to a Boolean combination of existential sentences.

We note in passing that Proposition (33) can be extended to no regular logic stronger than the predicate calculus which meets the Löwenheim-Skolem condition. See [Osherson et al., 1991b, Section 4].

8 Second paradigm: Probabilistic solvability

In the present section and the next we conceive of environments as created by a stochastic process. In particular, the entities in our universal domain $D$ are assumed to be delivered for inspection via independent, identically distributed sampling according to a probability law which may be unknown to the scientist. The associated paradigm measures successful performance in probabilistic rather than all-or-none fashion, and thus differs from most earlier investigations of scientific discovery within a model-theoretic context. It also takes a different approach than that offered in [Gaifman & Snir, 1982] inasmuch as probabilities are attached to the countable set $D$ rather than to uncountable classes of structures. Within the recursion-theoretic literature on inductive inference, related paradigms are treated by [Angluin, 1988] and [Osherson et al., 1986b, Ch. 10.5].

The core idea of our paradigm is to allow scientists to fail on “small” sets of environments, namely, of measure 0. It will be seen that such liberalization has no effect on the solvability of elementary classes of structures. Moreover, the universal machine for absolute solvability is universal in the present setting as well.

8.1 Measures over environments

The class of all positive probability distributions over $D$ is denoted $P$. ($P \in P$ is positive just in case $P(d) > 0$ for all $d \in D$.) Given $P \in P$, we extend $P$ to the product measure over $D^\omega$ (as reviewed, for example, in [Levy, 1979, Section VII.3]). Given a structure $S$, this measure is extended to sets $E$ of environments for $S$ via their underlying $D$-sequences. That is, the $P$-measure of $E$ is the $P$-measure of $\{d \in D^\omega \mid \text{for some } e \in E, e \text{ is for } S \text{ and } d\}$. (All sets of environments measured below are Borel.)
In what follows we ignore members of $\mathbf{D}^\omega$ that are not onto $\mathbf{D}$. This is because the class of such sequences has measure zero for any $P \in \mathbf{P}$, by the positivity of $P$ (for discussion see [Billingsley, 1986, Chapter 4]). Recall from Section 6.2 that $\mathbf{D}$-sequences are, by definition, onto $\mathbf{D}$. The following lemma is easy to demonstrate.

(39) **Lemma:** Let structure $\mathcal{S}$ be given, and let $E$ be the class of environments for $\mathcal{S}$. Then for all $P \in \mathbf{P}$, $E$ has $P$-measure 1.

### 8.2 Success criterion

To give probabilistic character to scientific success we modify only the concept of solving a structure. The same success criterion as before applies to individual environments (see Definition (27)).

(40) **Definition:** Let $X \subseteq \mathcal{L}_{sen}$, $P_0 \subseteq \mathbf{P}$, and scientist $\Psi$ be given.

(a) Let structure $\mathcal{S}$ be given. $\Psi$ $X$-solves $\mathcal{S}$ on $P_0$ just in case for every $P \in P_0$, the set of environments for $\mathcal{S}$ that $\Psi$ $X$-solves has $P$-measure 1.

(b) Let collection $\mathcal{K}$ of structures be given. $\Psi$ $X$-solves $\mathcal{K}$ on $P_0$ just in case $\Psi$ $X$-solves every $S \in \mathcal{K}$ on $P_0$. In this case, $\mathcal{K}$ is said to be $X$-solvable on $P_0$.

If $P_0$ is a singleton set $\{P\}$, we drop the braces when employing the foregoing terminology.

Of course, if $P_0, P_1$ are classes of distributions with $P_0 \subseteq P_1$ then $X$-solvability on $P_1$ implies $X$-solvability on $P_0$. Lemma (39) implies that if $\Psi$ $X$-solves $\mathcal{K}$ (in the absolute sense), then $\Psi$ $X$-solves $\mathcal{K}$ on $P$. Definition (40) thus generalizes the absolute conception of solvability.

(41) **Example:** Let $\mathcal{L}$, $X$, and $\mathcal{K}$ be as described in Example (30). Let $P_0 \subset \mathbf{P}$ be any class of distributions such that for all $i \in N$, $\text{gbl}(P(d_i) \mid P \in P_0) > 0$. Then $\mathcal{K}$ is $X$-solvable on $P_0$.

A recursion-theoretic analogue of the contrast between Examples (30) and (41) appears in [Osherson et al., 1986c, Prop. 10.5.2.A]. Further analysis is provided by [Angluin, 1988].

### 8.3 Comparison with absolute solvability

Examples (30) and (41) show that absolute and probabilistic solvability do not coincide for arbitrary collections of structures. However, for elementary collections of structures things are different. In this case the same concept of confirmability (Definition (34)) governs solvability in both the absolute and probabilistic senses. This is revealed by the next two lemmas, which parallel (35) and (36). The first is an immediate consequence of (35) and (39).

(42) **Lemma:** Let a $\Sigma^0_2$ subset $X$ of $\mathcal{L}_{sen}$ be given. Then there is an oracle machine $M$ such that for all $T \subseteq \mathcal{L}_{sen}$, if $X$ is confirmable in $T$ then $M^T$ $X$-solves $\text{mod}(T)$ on $\mathbf{P}$. 
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Lemma: Let \( X \subseteq \mathcal{L}_{SEN} \) be given. Then for all \( P \in \mathcal{P} \) and \( T \subseteq \mathcal{L}_{SEN} \), if \( \text{mod}(T) \) is \( X \)-solvable on \( P \) then \( X \) is confirmable in \( T \).

Lemmas (42) and (43) directly yield the following proposition.

Proposition: Suppose that \( X \subseteq \mathcal{L}_{SEN} \) is \( \Sigma_0^0 \). Then there is an oracle machine \( M \) such that for all \( P \in \mathcal{P} \) and \( T \subseteq \mathcal{L}_{SEN} \), if \( \text{mod}(T) \) is \( X \)-solvable on \( P \) then \( M^T \) \( X \)-solves \( \text{mod}(T) \) in the absolute sense (hence \( M^T \) \( X \)-solves \( \text{mod}(T) \) on \( P \), as well).

As a corollary we obtain:

Corollary: Let \( \theta \in \mathcal{L}_{SEN} \) be given. Then for all \( T \subseteq \mathcal{L}_{SEN} \) the following conditions are equivalent.

(a) \( \text{mod}(T) \) is \( \{\theta, \neg \theta\} \)-solvable.
(b) \( \text{mod}(T) \) is \( \{\theta, \neg \theta\} \)-solvable on \( \mathcal{P} \).
(c) For some \( P \in \mathcal{P} \), \( \text{mod}(T) \) is \( \{\theta, \neg \theta\} \)-solvable on \( P \).
(d) \( \theta \) is equivalent over \( T \) to a Boolean combination of existential sentences.

9 Third paradigm: Solvability with specified probability

So far in our discussion we have considered the natural-nonnatural boundary to be sharp. A more liberal attitude would define the natural languages as those for which there is some positive probability of successful acquisition by children, and recognize that different members of this class are associated with different probabilities. Such is the approach of the present section. We preserve the assumption of a sharp distinction between success and failure in any given environment, but allow the class of environments that lead to success to have measure between 0 and 1.

Formulation of this idea requires reflection about the case in which success is not achieved. In particular, we rely on the following hypothesis, which is substantive but strikes us as plausible. When the acquisition process breaks down, we assume that the child fails to converge to any grammar, rather than stabilizing to an incorrect one.

It may be interesting to view the foregoing hypothesis from a normative perspective (that is, independently of the empirical question of its veridicality for children). A scientist who solves a given structure with small probability is worse than useless if he exhibits high probability of misleading an external observer. In particular, it is misleading to converge to a false theory; for in this case the mistaken theory appears to be held with confidence, and risks being accredited. If the probability that the scientist misleads us this way is high, and the probability of genuine success low, it might be better to show him no data at all.

9.1 Definitions and principal theorem

These considerations suggest the following definitions.
(46) **Definition:** Let scientist $\Psi$, structure $S$ and environment $e$ for $S$ be given. $\Psi$ is *misleading* on $e$ just in case $\Psi$ converges on $e$ to $\theta \in L_{sen}$ such that $S \not\models \theta$.

Given $X \subseteq L_{sen}$, if $\Psi$ X-solves structure $S$ then $\Psi$ is not misleading on any environment for $S$. Definition (46) is inspired by the concept of "reliability" from the recursion theoretic literature (see [Blum & Blum, 1975]).

(47) **Definition:** Let $r \in [0,1]$, $X \subseteq L_{sen}$, $P_0 \subseteq P$, and scientist $\Psi$ be given.

(a) Given structure $S$, we say that $\Psi$ *X-solves* $S$ on $P_0$ with probability $r$ just in case the following conditions hold for all $P \in P_0$.

i. The set of environments for $S$ that $\Psi$ X-solves has $P$-measure at least $r$.

ii. The set of environments for $S$ on which $\Psi$ is misleading has $P$-measure 0.

(b) Given collection $\mathcal{K}$ of structures, we say that $\Psi$ *X-solves* $\mathcal{K}$ on $P_0$ with probability $r$ just in case $\Psi$ X-solves every $S \in \mathcal{K}$ on $P_0$ with probability $r$. In this case, $\mathcal{K}$ is said to be *X-solvable* on $P_0$ with probability $r$.

Clause a–ii of the definition embodies our hypothesis that acquisition failure results in nonconvergence. On the normative side, it renders useful any scientist whose chance of success is positive. In particular, the hypotheses of such a scientist lend themselves to aggregation within a larger scientific community (see [Jain & Sharma, 1990a, Osherson *et al.*, 1986a, Pitt & Smith, 1988] for discussion of aggregating scientific competence).

Definition (47) generalizes the earlier paradigms. This is shown by the following lemma, which follows immediately from our definitions.

(48) **Lemma:** Let $P \in P$, scientist $\Psi$, $X \subseteq L_{sen}$, and structure $S$ be given. If either

(a) $\Psi$ X-solves $S$ or

(b) $\Psi$ X-solves $S$ on $P$

then $\Psi$ X-solves structure $S$ on $P$ with probability 1.

The present conception of scientific success has a "zero-one" character, as revealed by the following proposition.

(49) **Proposition:** Let $X \subseteq L_{sen}$, $P_0 \subseteq P$, and collection $\mathcal{K}$ of structures be given. Then $\mathcal{K}$ is X-solvable on $P_0$ with probability greater than 0 if and only if $\mathcal{K}$ is X-solvable on $P_0$.

From Proposition (44), Corollary (45), and Proposition (49) we have the following immediate corollaries.

---

14Recall from Section 8.1 that the measure of a set of environments is defined via their underlying D-sequences.

15We note that the aggregation problem is distinct from "team learning" in the sense of [Daley, 1986, Jain & Sharma, 1990b, Pitt, 1989]. The latter paradigm requires only that a single scientist arrive at the truth, not that divergent opinions be unified into a correct one.
(50) **Corollary:** Suppose that $X \subseteq \mathcal{L}_{sen}$ is $\Sigma^0_2$. Then there is an oracle machine $M$ such that for all $P \in \mathcal{P}$ and $T \subseteq \mathcal{L}_{sen}$, if $\text{mod}(T)$ is $X$-solvable on $P$ with probability greater than 0, then $M^T \text{ X-solves } \text{mod}(T)$ in the absolute sense.

(51) **Corollary:** Let $\theta \in \mathcal{L}_{sen}$ be given. Then for all $T \subseteq \mathcal{L}_{sen}$ the following condition is equivalent to (a) - (d) of Corollary (45).

(e) For some $P \in \mathcal{P}$, $\text{mod}(T)$ is $\{\theta, \neg\theta\}$-solvable on $P$ with probability greater than 0.

## 10 Empirical evaluation

The paradigms discussed above provide at best a crude picture of first language acquisition by children. We provide a partial list of their deficiencies.

(a) The linguistic data available to children are not adequately represented by the formal concept of environment. The issue of negative information was already noted in Section 6.7, above. In addition, the concept of probabilistic solvability portrays data as arising via identically distributed, stochastically independent sampling. It is easy to see that real language does not arise in this way (for discussion see [Angluin, 1988, Osherson et al., 1986b]).

(b) Except for computability, our paradigms provide no constraint on the class of formal scientists whereas the inductive mechanisms of children surely operate under severe limitations. At the least, we can assume that children have limited memory for the precise form of spoken sentences, and that the time devoted to processing any given datum is recursively bounded. Building these constraints into formal scientists alters the collections of structures that can be solved.\footnote{Preliminary work on restricted classes of scientists within the model theoretical perspective is reported in [Gaifman et al., 1990, Osherson & Weinstein, 1986].}

(c) The criterion of solvability is both too weak and too strong compared to actual language acquisition. It is too strong in requiring selection of $\theta \in X$ that is "exactly" true in the underlying structure. Since the grammatical theories issuing from normal language acquisition are not likely to be entirely accurate reflections of the input language, more realistic paradigms would incorporate a suitable notion of "approximate truth" (for discussion of this notion, see [Kuipers, 1987, Osherson et al., 1989]). On the other hand, solvability is too weak inasmuch as it imposes no requirements on the number of data that must be examined before convergence begins. In contrast, the rapidity of first language acquisition is one of its striking features. Note also that solvability for individual environments is defined here as an all-or-nothing affair. In reality, children might harbor random processes that yield only probable success within any fixed set of circumstances.\footnote{For an analysis of random processes in learning, see [Daley, 1986, Pitt, 1989].}

As seen in Section 4, the foregoing issues (among others) have begun to be addressed within the recursion theoretic tradition in Learning Theory. In contrast, their exploration within a first-order framework has hardly been initiated.
11 Concluding remarks

Apart from concerns about first language acquisition, the model theoretic paradigms discussed in this chapter may be examined from an epistemological point of view. For example, Proposition (33) indicates that there is an upper bound on scientific competence, at least for elementarily defined starting points (in the sense of Section 7.2). Moreover, this bound is already reached by a Turing Machine whose sole recourse to an oracle is to determine the axioms of the background theory. The theorem might thus be relevant to the thesis $T$ according to which human mentation is computer simulable. Although $T$ might imply various bounds on human knowledge or capacity, Proposition (33) provides one sense in which the scope of scientifically attainable knowledge is not affected by the status of $T$. Corollary (50) provides an even stronger sense.

Theorem (33) raises questions about the character of first-order logic itself. To what extent is the theorem linked to the special properties of the predicate calculus? Are there analogous theorems for stronger logics? Inversely, are all of the deductive consequences of first-order logic necessary for conducting scientific inquiry, including such inferences as $p \models p \lor q$ (sometimes thought to have an odd character [Schurz & Weingartner, 1987])? Some preliminary results that bear on these questions are presented in [Osherson et al., 1991b, Section 4], [Osherson & Weinstein, 1993].

12 Appendix: Proofs

12.1 Proof of Lemma (4)

We restrict attention to scientists that are total functions; that no generality is lost follows from [Osherson et al., 1986c, Props. 4.3.1A,B]. Assume that $\Psi$ identifies $L$ but no locking sequence for $\Psi$ and $L$ exists. Moreover assume that $a_0, a_1, a_2, \ldots$ is an enumeration of $L$. We now construct in stages a special text $t$ for $L$.

Stage 0: Start $t$ with $a_0$.

Stage $n + 1$: Suppose that $t[m_0]$ has been constructed at stage $n$. By assumption, this sequence is not a locking sequence. So, it can be extended by elements of $L$ to some $\tau$ such that either $\Psi(\tau)$ is not an index for $L$ or $\Psi(\tau) \neq \Psi(t[m_0])$. Let $\tau$ followed by $a_{n+1}$ be the segment of $t$ constructed in the present stage.

It is easy to see that $t$ is a text for $L$, and that $\Psi$ does not converge on $t$ to an index for $L$. Hence $\Psi$ does not identify $L$, contradicting our assumption.

12.2 Notation

The following notation will be helpful in the sequel. Given $D$-sequence $d$ and structure $S$, we let $[S, d]$ denote the environment for $S$ and $d$. Given structure $S$ and $d \in D^{\omega}$ of length $n \in N$,
we let \([S, \bar{d}]\) denote \(e[n]\), where \(e = [S, d]\) and \(d\) extends \(\bar{d}\). For example, with \(S\) and \(d\) as in Section 6.3, \([S, d[3]]\) is displayed just above Lemma (25) (ignoring the \(\ldots\)). It is helpful to note that for structures \(S, U\), and \(\bar{d}, \bar{u} \in D^{<\omega}\), \([S, \bar{d}] = [U, \bar{u}]\) iff \(S\) restricted to \(\bar{d}\) is isomorphic to \(U\) restricted to \(\bar{u}\).

12.3 Model-theoretic locking sequences

In the model-theoretic paradigms the following version of the locking sequence lemma is used. It has been demonstrated elsewhere in diverse forms (e.g., [Osherson & Weinstein, 1982b, Lemma B], [Osherson et al., 1991b, Lemma 24]). The proof resembles that for Lemma (4), and we do not rehearse it here.

(52) Definition: Let scientist \(\Psi\), structure \(S\), and \(\bar{d} \in D^{<\omega}\) be given. \(\bar{d}\) is a locking sequence for \((\Psi, S)\) just in case:

(a) \(\Psi([S, \bar{d}]) \in L_{sem}, \text{i.e., } \Psi\) is defined on \([S, \bar{d}]\), and

(b) for all \(\bar{d}' \in D^{<\omega}\) that extend \(\bar{d}\), \(\Psi([S, \bar{d}']) = \Psi([S, \bar{d}]).\)

(53) Lemma: Let \(X \subseteq L_{sem}\), scientist \(\Psi\), and structure \(S\) be given. Suppose that \(\Psi\) X-solves every environment for \(S\). Then there is a locking sequence \(\bar{d}\) for \((\Psi, S)\). Moreover, \(S \models \Psi([S, \bar{d}]).\)

12.4 Proof of Example (30)

Suppose that \(\Psi\) X-solves \(S_0\). Then, because \(S_0 \models \theta\), Lemma (53) implies the existence of \(\bar{d} \in D^{<\omega}\) such that:

(54) for all \(\bar{d}' \in D^{<\omega}\) that extend \(\bar{d}\), \(\Psi([S_0, \bar{d}']) = \theta.\)

Choose \(i \in N\) large enough so that \(S_i \models [S_0, \bar{d}].\) Let \(D\)-sequence \(h\) extend \(\bar{d}\). Then it is easy to verify that:

(55) for all \(j \geq length(\bar{d})\) there is \(\bar{d}' \in D^{<\omega}\) of length \(j\) such that:

(a) \(\bar{d}'\) extends \(\bar{d}\), and

(b) \([S_i, \bar{h}_j] = [S_0, \bar{d}'].\)

By (54) and (55), \(\Psi\) converges on \([S_i, \bar{h}]\) to \(\theta\). It follows that \(\Psi\) does not X-solve \(S_i\) since \(S_i \not\models \theta.\)

12.5 Proof of Lemma (36)

We rely on the following notation.

(56) Definition: Let structure \(S\) and \(\bar{d} \in D^{<\omega}\) be given.
(a) The set 
\[ \{ \pi \in \mathcal{L}_\text{form} \mid \pi \text{ is universal, } \text{var}(\pi) \subseteq \text{domain}([\bar{d}]), \text{ and } \mathcal{S} \models \pi[\bar{d}] \} \]
is denoted by \( \forall\text{-type}(\bar{d}, \mathcal{S}) \).
(b) The set 
\[ \{ \pi \in \mathcal{L}_\text{form} \mid \pi \text{ is existential, } \text{var}(\pi) \subseteq \text{domain}([\bar{d}]), \text{ and } \mathcal{S} \models \pi[\bar{d}] \} \]
is denoted by \( \exists\text{-type}(\bar{d}, \mathcal{S}) \).

Let scientist \( \Psi, X \subseteq \mathcal{L}_\text{sem} \) and \( T \subseteq \mathcal{L}_\text{sen} \) be such that \( \Psi X \)-solves \( \text{mod}(T) \). We suppose that \( T \) is satisfiable and \( X \neq \emptyset \) (the other cases are trivial). By Lemma (53) choose \( \bar{d} \in D^{<\omega} \) and \( \theta \in X \) such that:

\[ (57) \quad (a) \ \bar{d} \text{ is a locking sequence for } (\Psi, \mathcal{S}), \text{ and} \]
[(b) \( \Psi([\mathcal{S}, \bar{d}]) = \theta \).

It is sufficient to show that there is \( \varphi \in \mathcal{L}_\text{sen} \) such that:

\[ (58) \quad (a) \ \varphi \text{ is of form } \exists \forall, \]
[(b) \( \mathcal{S} \models \varphi \), and \]
[(c) \( T \cup \{ \varphi \} \models \theta \).

\[ (59) \text{\textbf{Fact:}} \text{ Suppose that } \mathcal{U} \subseteq \text{mod}(T) \text{ and sequence } \bar{u} \text{ are such that } \text{length}(\bar{u}) = \text{length}(\bar{d}) \text{ and } \exists\text{-type}(\bar{u}, \mathcal{U}) \subseteq \exists\text{-type}(\bar{d}, \mathcal{S}). \text{ Then } \mathcal{U} \models \theta. \]

\textbf{Proof:} Suppose that \( \mathcal{U}, \bar{u} \) satisfy the assumptions, and let \( \bar{u}' \) extend \( \bar{u} \). Let \( \chi \in \mathcal{L}_\text{form} \) be the conjunction of the basic formulas in \( [\mathcal{U}, \bar{u}'] \). Then \( \mathcal{U} \models \exists x_{\text{length}(\bar{u})} \ldots \exists x_{\text{length}(\bar{u}')} \chi[\bar{u}]. \) Hence, because \( \exists\text{-type}(\bar{u}, \mathcal{U}) \subseteq \exists\text{-type}(\bar{d}, \mathcal{S}), \mathcal{S} \models \exists x_{\text{length}(\bar{u})} \ldots \exists x_{\text{length}(\bar{u}')} \chi[\bar{d}]. \) Hence, some extension \( \bar{d}' \) of \( \bar{d} \) of the same length as \( \bar{u}' \) satisfies \( [\mathcal{S}, \bar{d}'] = [\mathcal{U}, \bar{u}']. \) So, by (57)a, \( \Psi([\mathcal{U}, \bar{u}']) = \Psi([\mathcal{S}, \bar{d}']) = \Psi([\mathcal{S}, \bar{d}]). \) We infer immediately that:

\[ (60) \ \bar{u} \text{ is a locking sequence for } (\Psi, \mathcal{U}). \]

From the same equality (with \( \bar{u}' = \bar{u} \)) and (57)b, we obtain:

\[ (61) \ \Psi([\mathcal{U}, \bar{u}]) = \theta. \]

Finally, (59) follows from (60), (61) and the assumptions that \( \mathcal{U} \subseteq \text{mod}(T) \) and \( \Psi X \)-solves \( \text{mod}(T) \). \( \square \)

Using (59), we now show that:

\[ (62) \text{\textbf{Fact:}} \text{ } T \cup \forall\text{-type}(\bar{d}, \mathcal{S}) \models \theta \]
Proof: By the Löwenheim-Skolem theorem it is sufficient to show that \( \theta \) holds in any countable model \( \mathcal{U} \in \text{mod}(T) \) in which \( \forall\text{-type}(\vec{d}, \mathcal{S}) \) is satisfied by a sequence \( \vec{u} \) of the same length as \( \vec{d} \). So assume that \( \mathcal{U} \) and \( \vec{u} \) are such a model and sequence. Then \( \exists\text{-type}(\vec{u}, \mathcal{U}) \subseteq \exists\text{-type}(\vec{d}, \mathcal{S}) \). Hence, by (59), \( \theta \) holds in \( \mathcal{U} \). \( \square \)

By compactness there is a finite subset \( \Pi \) of \( \forall\text{-type}(\vec{d}, \mathcal{S}) \) such that

\[
(63) \quad T \cup \Pi \models \theta
\]

To witness (58), let \( \varphi \) be the existential closure of the conjunction of \( \Pi \). Then, \( \varphi \) can immediately be seen to satisfy (58)a,b. That \( \varphi \) satisfies (58)c follows directly from (63).

### 12.6 Proof of Example (41)

Let \( \mathbf{P}_0 \), \( \mathbf{X} \) and \( \mathcal{K} \) be as specified in the example.

Given \( i, j \in N \), let \( A_{i,j} \subseteq D^\omega \) be the collection of \( D \)-sequences \( d \) such that not all of \( d_0 \ldots d_i \) occur in \( d[j] \). By the assumption on \( P_0 \), let strictly increasing \( f : N \to N \) be such that for all \( i \in N \) and \( P \in P_0 \), \( P(A_{i,f(i)}) < \frac{1}{2^i} \). So for each \( P \in P_0 \), \( \sum_i P(A_{i,f(i)}) \) converges. Hence, by the first Borel-Cantelli lemma ([Billingsley, 1986, Theorem 4.3]):

\[
(64) \quad P(\limsup_{i} A_{i,f(i)}) = 0 \text{ for every } P \in P_0.
\]

Via the definition of \( A_{i,j} \), (64) yields:

\[
(65) \quad \text{For every } P \in P_0 \text{ the class of } D \text{-sequences } d \text{ such that}
\]

\[
\{d_0, \ldots, d_i\} \not\subseteq \text{range}(d[f(i)])
\]

for infinitely many \( i \in N \) has \( P \)-measure 0.

Define scientist \( \Psi \) as follows. For all environments \( e \) and all \( j \in N \):

(a) if \( j \subseteq \text{range}(f) \) and \( \wedge e[j] \) implies the existence of an \( R \)-chain of length at least \( f^{-1}(j) \),

then \( \Psi(e[j]) = \theta \); (since \( f \) is strictly increasing, \( f^{-1}(j) \) is well-defined).

(b) if \( j \in \text{range}(f) \) and \( \wedge e[j] \) does not imply the existence of an \( R \)-chain of length at least \( f^{-1}(j) \),

then \( \Psi(e[j]) = \neg \theta \);

(c) if \( j \not\subseteq \text{range}(f) \), then \( \Psi(e[j]) = \Psi(e[j-1]) \) (unless \( j = 0 \), in which case \( \Psi(e[j]) = \forall x (x = x) \)).

Now let \( S_j \in \mathcal{K} \) be given, with \( j > 0 \). Let \( D \)-sequence \( d \) and environment \( e \) for \( S_j \) and \( d \) also be given. Then for all but finitely many \( i \in N \), \( \wedge e[f(i)] \) does not imply the existence of an \( R \)-chain of length at least \( i \) (because there is no such chain). Hence, case (b) above arises for a
cofinite subset of \( \text{range}(f) \) whereas case (a) arises for only a finite subset of \( \text{range}(f) \). It follows that \( \Psi \) converges to \( \neg \theta \) on \( e \). Hence, \( \Psi \) \( X \)-solves \( \mathcal{S}_j \), so \( \Psi \) \( X \)-solves \( \mathcal{S}_j \) on \( \mathbf{P}_0 \).

Regarding \( \mathcal{S}_0 \), let \( e \) be for \( \mathcal{S}_0 \) and \( d \). Call \( e \) "bad" just in case for infinitely many \( i \in \mathbb{N} \), \( \bigwedge e[f(i)] \) does not imply the existence of an \( R \)-chain of length at least \( i \). It follows directly from (65) that for every \( P \in \mathbf{P}_0 \), the class of bad environments for \( \mathcal{S}_0 \) has \( P \)-measure 0. Hence, the \( P \)-probability is 1 that case (a) arises for a cofinite subset of \( \text{range}(f) \) whereas case (b) arises for only a finite subset of \( \text{range}(f) \). Thus, for every \( P \in \mathbf{P}_0 \), \( \Psi \) converges to \( \theta \) on a class of environments for \( \mathcal{S}_0 \) of \( P \)-measure 1, so \( \Psi \) \( X \)-solves \( \mathcal{S}_0 \) on \( \mathbf{P}_0 \).  

### 12.7 Proof of Lemma (43)

Our demonstration of Lemma (43) proceeds via the following definition and propositions.

(66) **Definition:** Let \( P \in \mathbf{P} \) be given. The class of \( P' \in \mathbf{P} \) such that for some permutation \( \pi : \mathbb{N} \rightarrow \mathbb{N} \), \( P' = \{(d_i, P(d_{\pi(i)}) \mid i \in \mathbb{N}\} \) is denoted \( \text{PERM}(P) \).

(67) **Proposition:** Let \( X \subseteq \mathcal{L}_{\text{sen}} \), \( P \in \mathbf{P} \), and \( T \subseteq \mathcal{L}_{\text{sen}} \) be given. If \( \text{mod}(T) \) is \( X \)-solvable on \( P \) then \( \text{mod}(T) \) is \( X \)-solvable on \( \text{PERM}(P) \).

(68) **Proposition:** Let \( X \subseteq \mathcal{L}_{\text{sen}} \), \( P \in \mathbf{P} \), and \( T \subseteq \mathcal{L}_{\text{sen}} \) be given. If \( X \) is not confirmable in \( T \) then for some \( P' \in \text{PERM}(P) \), \( \text{mod}(T) \) is not \( X \)-solvable on \( P' \).

To obtain Lemma (43) from the foregoing, let \( X \subseteq \mathcal{L}_{\text{sen}} \), \( P \in \mathbf{P} \), and \( T \subseteq \mathcal{L}_{\text{sen}} \) be given, and suppose that \( \text{mod}(T) \) is \( X \)-solvable on \( P \). Then by Proposition (67), \( \text{mod}(T) \) is \( X \)-solvable on \( \text{PERM}(P) \). So, by Proposition (68), \( X \) is confirmable in \( T \).

It remains to prove the two propositions.

### 12.7.1 Proof of Proposition (67)

Suppose that scientist \( \Psi \) \( X \)-solves \( \text{mod}(T) \) on \( P \), and let \( S \in \text{mod}(T) \) be given. Let \( \pi \) be any permutation of \( \mathbb{N} \), and let \( P' = \{(d_i, P(d_{\pi(i)}) \mid i \in \mathbb{N}\} \). It suffices to show that \( \Psi \) \( X \)-solves \( S \) on \( P' \).

Given \( \mathbf{D} \)-sequence \( d \), let \( \pi(d) \) be its permutation (via the indexes of \( \mathbf{D} \)) under \( \pi \). Given subset \( D \) of \( \mathbf{D} \)-sequences, let \( \pi(D) = \{\pi(d) \mid d \in D\} \). Since the measure of a collection of \( \mathbf{D} \)-sequences is determined only by the probabilities applying to each coordinate (and not by their names), we have:

(69) For every set \( D \) of \( \mathbf{D} \)-sequences, \( P(\pi(D)) = P'(D) \).

Let \( S' \) be the structure whose vocabulary is interpreted in the following way. For individual constant \( c \), \( c^{S'} = d_{\pi(j)} \) iff \( c^S = d_j \). For \( n \)-ary relation symbol \( R \), \( (d_{\pi(j_1)}, \ldots, d_{\pi(j_n)}) \in R^{S'} \) iff \( (d_{j_1}, \ldots, d_{j_n}) \in R^S \). Evidently, \( S' \in \text{mod}(T) \) since \( S \) and \( S' \) are isomorphic. Hence:
(70) \( \Psi \) X-solves \( S' \) on \( P \).

Let \( D \) be the set of D-sequences \( d \) such that \( \Psi \) X-solves \([S', \pi(d)]\) on \( P \). By (70), \( P(\pi(D)) = 1 \), so by (69) the proof is completed if we show that for almost every \( d \in D \), \( \Psi \) X-solves \([S, d]\) on \( P' \). However, this follows immediately from the following fact, easy to verify: for all D-sequences \( d \), \([S', \pi(d)] = [S, d]\).

12.7.2 Proof of Proposition (68)

We begin by collecting some facts.

(71) FACT: Let \( P \in \textbf{P} \) be given. For every \( q \in (0, 1) \) there is finite \( D \subset \textbf{D} \) with \( P(D) > q \).

Proof: Immediate from [Billingsley, 1986, Theorem 2.1].

(72) FACT: Let \( X \subseteq \mathcal{L}_{\text{sen}} \) and \( T \subseteq \mathcal{L}_{\text{sen}} \) be given. Suppose that \( X \) is not confirmable in \( T \). Then there is \( S \in \text{mod}(T) \) such that:

for every \( \varphi \in \mathcal{L}_{\text{sen}} \), if \( \varphi \) is \( \exists \forall \) and \( S \models \varphi \) then for all \( \theta \in X \), \( T \cup \{ \varphi \} \cup \{ \neg \theta \} \)
is satisfiable.

Proof: Directly from Definition (34).

We call \( \bar{d} \in \textbf{D}^{<\omega} \) "repetition free" just in case \( \text{length}(\bar{d}) = \text{card}(\text{range}(\bar{d})) \). A D-sequence \( h \) is repetition free just in case all of its initial segments are. In what follows, repetition free sequences will code the domains of finite functions that can be extended to a probability distribution.

(73) FACT: Let \( X \subseteq \mathcal{L}_{\text{sen}} \) and \( T \subseteq \mathcal{L}_{\text{sen}} \) be given. If \( X \) is not confirmable in \( T \), then there is \( S \in \text{mod}(T) \) such that for every \( \theta \in X \) and repetition free \( \bar{u} \in \textbf{D}^{<\omega} \) there is structure \( \mathcal{U} \) and repetition free \( \bar{u}' \in \textbf{D}^{<\omega} \) such that:

(a) \( \mathcal{U} \in \text{mod}(T) \),
(b) \( \text{length}(\bar{u}') = \text{length}(\bar{u}) \),
(c) \( \mathcal{U} \models \neg \theta \), and
(d) \( \exists\text{-type}(\bar{u}', \mathcal{U}) \subseteq \exists\text{-type}(\bar{u}, S) \).

Proof: Suppose that \( X \) is not confirmable in \( T \). Then by Definition (34) there is \( S \in \text{mod}(T) \) such that:

(74) for every \( \varphi \in \mathcal{L}_{\text{sen}} \), if \( \varphi \) is \( \exists \forall \) and \( S \models \varphi \) then for all \( \theta \in X \), \( T \cup \{ \varphi \} \cup \{ \neg \theta \} \) is satisfiable.

Now let \( \theta \in X \) and repetition free \( \bar{u} \in \textbf{D}^{<\omega} \) be given. By (74), for every finite \( \{ \pi_1, \ldots, \pi_m \} \subseteq \forall\text{-type}(\bar{u}, S) \), \( T \cup \{ \pi_1 \land \ldots \land \pi_m \land \exists x_1 \ldots x_m \land \text{\( \neg \) \( \land \land \)}_{i \neq j} x_i \neq x_j \} \cup \{ \neg \theta \} \) is satisfiable. This is because the existential closure of \( \pi_1 \land \ldots \land \pi_m \land \exists x_1 \ldots x_m \land \text{\( \neg \) \( \land \land \)}_{i \neq j} x_i \neq x_j \) is equivalent to an \( \exists \forall \) sentence,
and $S$ satisfies $\exists x_1 \ldots x_m \land_{i \neq j} x_i \neq x_j$, since $|S| = D$ which is infinite. It follows from the compactness and L"owenheim-Skolem theorems that there is (countably infinite) $U \in \text{mod}(T)$ and repetition free $D$-sequence $h$ such that $U \models \{ -\theta \} \cup \forall$-type($\bar{u}, S)[h]$. Let $\bar{w}' \in D^{<\omega}$ be the initial segment of $h$ with the same length as $\bar{u}$. Then $U, \bar{w}'$ are easily seen to satisfy the Fact. □

To demonstrate Proposition (68), fix $X \subseteq L_{\text{sen}}, P \in P$, and $T \subseteq L_{\text{sen}}$ for the remainder of the proof. Assume that $X \neq \emptyset$ and that $T$ is satisfiable (the other cases are trivial). Suppose that:

(75) $X$ is not confirmable in $T$.

For a reductio, let scientist $\Psi$ satisfy:

(76) $\Psi$ $X$-solves $\text{mod}(T)$ on $\text{PERM}(P)$.

(77) \textbf{FACT:} Let $q \in [0, 1)$, $P' \in \text{PERM}(P)$, and $S \in \text{mod}(T)$ be given. Then there are cofinitely many $n \in N$ such that

$$P'(\{ d \mid \Psi([S, d[n]]) \in X \text{ and } S \models \Psi([S, d[n]]) \}) > q.$$ Intuitively, as $\Psi$ moves further and further down a randomly constructed environment, the probability goes to 1 that $\Psi$ begins to emit adequate conjectures.

\textbf{Proof:} For a reductio, suppose that the conclusion to Fact (77) is false. Then for infinitely many $n \in N$, $P'(Z_n) \geq 1 - q$, where $Z_n$ is the complement of

$$\{ d \mid \Psi([S, d[n]]) \in X \text{ and } S \models \Psi([S, d[n]]) \}.$$ The Bolzano-Weierstrass theorem thus yields $\limsup_n P'(Z_n) \geq 1 - q$. By [Billingsley, 1986, Theorem 4.1(i)], this implies:

(78) $P'(\limsup_n Z_n) \geq 1 - q$.

Now suppose that $d \in \limsup_n Z_n$, and that $e$ is for $(S, d)$. Then $\Psi$ fails to $X$-solve $e$ since for infinitely many $n \in N$, $\Psi(e[n]) \notin X$ or $S \not\models \Psi(e[n])$. Hence, (78) implies that $\Psi$ fails to $X$-solve some collection $C$ of environments for $S$ with $P'(C) > 0$. This contradicts (76) □

By (75), choose structure $S$ that conforms to Fact (73). Given $\theta \in X$ and repetition free $\bar{u} \in D^{<\omega}$, let $U_{\theta, \bar{u}} = U$ be as guaranteed in Fact (73).

(79) \textbf{DEFINITION:} Let finite function $f : D \to (0, 1)$ be given. $f$ is extendable in $\text{PERM}(P)$ just in case there is $P' \in \text{PERM}(P)$ that extends $f$.

(80) \textbf{FACT:} Let $q \in (0, 1)$, $m \in N, \theta \in X$, repetition free $\bar{u} \in D^{<\omega}$ and $f : \text{range}(\bar{u}) \to (0, 1)$ be given. Suppose that $f$ is extendable in $\text{PERM}(P)$. Then there is $n > m$, and finite function $F$ with the following properties.
(a) $F$ extends $f$ and is extendable in $\text{PERM}(P)$.

(b) Let $\tilde{d}$ be the class of $D$-sequences $b$ with $\Psi([S,b[n]]) \in X$ and $\mathcal{U}_{\theta,a} = \Psi([S,b[n]])$. Then $F(\tilde{d}) > q$, i.e., for every $P^* \in \text{PERM}(P)$ that extends $F$, $P^*(\tilde{d}) > q$.

Proof: Let $\theta, \bar{u}$, and $f$ be as described. Let repetition free $\bar{u}' \in D^{<\omega}$ be as specified in Fact (73). Choose $P' \in \text{PERM}(P)$ such that for all $i < \text{length}(\bar{u})$, $P'(\bar{u}'_i) = f(\bar{u}_i)$. By Facts (71), (77), and the additivity of $P'$, choose $n > m$ and $\bar{r}' \in D^n$ so that:

\begin{enumerate}
\item[(81)] (a) $\bar{r}'$ is repetition free and $\text{range}(\bar{u}') \cap \text{range}(\bar{r}') = \emptyset$.
\item[(b)] If $\tilde{d}'$ is the class of $D$-sequences $b'$ with $\text{range}(b'[n]) \subseteq \text{range}(\bar{u}') \cup \text{range}(\bar{r}')$, $\Psi([\mathcal{U}_{\theta,a}, b'[n]]) \in X$ and $\mathcal{U}_{\theta,a} = \Psi([\mathcal{U}_{\theta,a}, b'[n]])$, then $P'(\tilde{d}') > q$.
\end{enumerate}

By Fact (73)d, choose $\bar{r} \in D^{<\omega}$ and mapping $M$ such that:

\begin{enumerate}
\item[(82)] (a) $\bar{r}$ is repetition free and $\text{range}(\bar{u}) \cap \text{range}(\bar{r}) = \emptyset$.
\item[(b)] $\text{length}(\bar{r}) = \text{length}(\bar{r}')$.
\item[(c)] For all finite or infinite $D$-sequences $b$, $M(b)$ is the result of simultaneously interchanging $\bar{u}'_i$ with $\bar{u}_i$ and $\bar{r}'_j$ with $\bar{r}_j$ in the coordinates of $b$, for $i < \text{length}(\bar{u})$ and $j < \text{length}(\bar{r})$.
\item[(d)] For all $\bar{g} \in D^{<\omega}$ with $\text{range}(\bar{g}) \subseteq \text{range}(\bar{u}') \cup \text{range}(\bar{r}')$, $[\mathcal{U}_{\theta,a}, \bar{g}] = [S, M(\bar{g})]$.
\end{enumerate}

Let $F = f \cup \{ (\bar{r}_i, P'(\bar{r}'_i)) \mid i < \text{length}(\bar{r}) \}$. It is clear that $F$ meets condition (a) of Fact (80). For (b), let $\tilde{d}_0 = \{ M(b') \mid b' \in \tilde{d}' \}$, where $\tilde{d}'$ is as specified in (81)b. Since $P'(\tilde{d}') > q$, $F(\tilde{d}_0) > q$. So the proof is completed by showing that $\tilde{d}_0 \subseteq \tilde{d}$, i.e., that:

\begin{enumerate}
\item[(83)] For all $b \in \tilde{d}_0$, $\Psi([S,b[n]]) \in X$ and $\mathcal{U}_{\theta,a} = \Psi([S,b[n]])$.
\end{enumerate}

So suppose that $b = M(b')$ for $b' \in \tilde{d}'$. By (81)b and (82)d, respectively, we obtain

\begin{enumerate}
\item[(84)] (a) $\Psi([\mathcal{U}_{\theta,a}, b'[n]]) \in X$ and $\mathcal{U}_{\theta,a} = \Psi([\mathcal{U}_{\theta,a}, b'[n]])$, and
\item[(b)] $[\mathcal{U}_{\theta,a}, b'[n]] = [S, b[n]]$.
\end{enumerate}

from which (83) follows immediately. \hfill \blacksquare

We shall now construct $P' \in \text{PERM}(P)$ to satisfy:

\begin{enumerate}
\item[(85)] For every $\theta \in X$ there are infinitely many $m \in N$ with the following property. Let $\tilde{d}_m$ be the class of $D$-sequences $b$ such that $\Psi([S,b[m]]) \neq \emptyset$. Then $P'(\tilde{d}_m) > \frac{2^{m+1} - 1}{2^{m+1} - 1}$.
\end{enumerate}

To see that this suffices to complete the proof, suppose (85) and let $\theta \in X$ be given. Since $\lim_{m} \frac{2^{m+1} - 1}{2^{m+1} - 1} = 1$, $P'(\lim_{m} \sup_{m} \tilde{d}_m) = 1$ by [Billingsley, 1986, Theorem 4.1(i)]. Hence:

\begin{align*}
P'( \{ b \mid \Psi \text{ does not converge on } [S,b] \text{ to } \theta \} ) &= 1.
\end{align*}
Since this holds of arbitrary \( \theta \in X \), the countable additivity of \( P' \) yields:

\[
P'(\{b \mid \Psi \text{ converges on } [S, b] \text{ to no } \theta \in X \}) = 1
\]

which contradicts our choice of \( \Psi \).

For the construction of the needed \( P' \), let \( \{\theta_i \mid i \in N\} \) index \( X \), and be such that:

(86) For every \( \theta \in X \) there are infinitely many \( i \in N \) with \( \theta_i = \theta \).

Given \( n, m \in N \), let \( \mathbf{d}_{n,m} \) be the class of \( D \)-sequences \( b \) such that \( \Psi([S, b[n]]) \neq \theta_m \).

The desired \( P' \) is constructed in stages. For \( m \geq -1 \), we let \( f_m \) denote the finite initial segment of \( P' \) constructed at stage \( m \). \( f_{-1} = \emptyset \). Let \( \{r_i \mid i \in N\} \) enumerate \( \text{range}(P) \). For \( m \geq 0 \) it will be the case that:

(87) (a) \( d_m \in \text{domain}(f_m) \);
(b) \( \text{card}(f_m^{-1}(r_m)) = \text{card}(P^{-1}(r_m)) \);
(c) \( f_m \) is extendable in \( \text{PERM}(P) \);
(d) \( f_m \subseteq f_{m+1} \); and
(e) for some \( n > m \), \( f_m(\mathbf{d}_{n,m}) > \frac{2^{m+1}-1}{2^{m+1}} \).

We take \( P' = \bigcup_m f_m \). Condition (87)e and (86) imply (85). Conditions (87)a-d imply that \( P' \in \text{PERM}(P) \).

Stage \( m \geq 0 \): Suppose that \( f_{m-1} \) is extendable in \( \text{PERM}(P) \).

- Let \( i \in N \) be least with \( d_i \not\in \text{domain}(f_{m-1}) \) and let \( g = f_{m-1} \cup \{(d_i, r_j)\} \) where \( j \in N \) is least with \( r_j \in \text{range}(P) - \text{range}(f_{m-1}) \) (it is easy to see that such an \( r_j \) exists). This step ensures (87)a.

- Let \( x = \text{card}(P^{-1}(r_m)) - \text{card}(g^{-1}(r_m)) \) (it is obvious that \( x \) is finite, possibly 0). Let \( \{d_{i_1}, \ldots, d_{i_x}\} \) be chosen from outside \( \text{domain}(g) \). Let \( f = g \cup \{(d_{i_j}, r_m) \mid j \leq x\} \) (if \( x = 0, f = g \)). This step ensures (87)b.

- Let repetition free \( \bar{u} \in D^{<\omega} \) be such that \( \text{range}(\bar{u}) = \text{domain}(f) \). By Fact (80), choose \( n > m \), and finite function \( F \) with the following properties.

(\( \alpha \)) \( F \) extends \( f \) and is extendable in \( \text{PERM}(P) \).
(\( \beta \)) Let \( \hat{d} \) be the class of \( D \)-sequences \( b \) with \( \Psi([S, b[n]]) \in X \) and \( \mathcal{U}_{\theta_m, \bar{u}} = \Psi([S, b[n]]) \). Then \( F(\hat{d}) > \frac{2^{m+1}-1}{2^{m+1}} \).

By the definition of \( \mathcal{U}_{\theta_m, \bar{u}} \) and Fact (73)c, \( \mathcal{U}_{\theta_m, \bar{u}} \neq \theta_m \). Hence, (\( \beta \)) implies \( F(\mathbf{d}_{n,m}) > \frac{2^{m+1}-1}{2^{m+1}} \). This step ensures (87)e.

- Let \( f_m = F \). This step ensures (87)c,d.

It is clear that \( \bigcup_m f_m \) satisfies the conditions of (87).
12.8 Proof of Proposition (47)

The right-to-left direction of the proposition is immediate. For the other direction, let $X \subseteq L_{sen}$, collection $\mathcal{K}$ of structures, and $P_0 \subseteq P$ be given. Suppose that scientist $\Psi$ $X$-solves $\mathcal{K}$ on $P_0$ with probability greater than 0. We shall exhibit scientist $\Psi_0$ that $X$-solves $\mathcal{K}$ on $P_0$. For this purpose some definitions and facts are needed.

(88) Definition:

(a) Given $n \in N$ and $D$-sequence $d$, the tail of $d$ that begins at $d_n$ is denoted $d^n$.

(b) Given structure $S$, we denote by $\hat{d}_S$ the class of $D$-sequences $d$ such that for some $n \in N$:

i. $\text{range}(d^n) = D$, and

ii. $\Psi$ $X$-solves $[S, d^n]$.

(89) Fact: For all $S \in \mathcal{K}$ and $P \in P_0$, $P(\hat{d}_S) = 1$.

Proof: Let $P \in P_0$ and $S \in \mathcal{K}$ be given. By choice of $\Psi$, let $\hat{d}$ be a measurable class of $D$-sequences such that:

(90) (a) for all $d \in \hat{d}$,

i. $\text{range}(d) = D$,

ii. $\Psi$ $X$-solves $[S, d]$.

(b) $P(\hat{d}) > 0$.

By (90)a, $\hat{d} \subseteq \hat{d}_S$, so (90)b implies $P(\hat{d}_S) > 0$. It follows immediately from Kolmogorov’s zero-one law for tail events [Billingsley, 1986, Theorem 4.5] that $P(\hat{d}_S) = 1$. $\blacksquare$

By Definition (47) and the choice of $\Psi$ we also have:

(91) Fact: Let $P \in P_0$, $n \in N$, and $S \in \mathcal{K}$ be given. Let $\hat{d}$ be the class of $D$-sequences $d$ such that $\Psi$ is misleading on $[S, d^n]$. Then $P(\hat{d}) = 0$.

As a final preliminary, we make use of the following definition and fact.

(92) Definition: Let $\sigma$ be the initial finite segment of length $m$ in some environment $e$. Let scientist $\Psi$ also be given. The score for $\Psi$ on $\sigma$ is the smallest $j \in N$ such that $\Psi(e[i]) = \Psi(\sigma)$ for all $i$ with $j \leq i \leq m$.

Intuitively, the lower the score for $\Psi$ on $\sigma$, the greater sign $\Psi$ gives of having begun its convergence within $\sigma$. We record two obvious facts about score.

(93) Fact:
(a) Suppose that scientist \( \Psi \) converges on environment \( e \). Then there is \( s \in N \) such that for all \( k \in N \), the score for \( \Psi \) on \( e[k] \) is bounded by \( s \).

(b) Suppose that scientist \( \Psi \) does not converges on environment \( e \). Then for every \( s \in N \) there is \( \ell \in N \) such that the score for \( \Psi \) on \( e[k] \) exceeds \( s \) if \( k \geq \ell \).

In what follows we assume the existence of a uniform recursive procedure which converts finite initial segments of environments into new segments that “start over” at a specified position \( n \). That is, for all structures \( \mathcal{S} \), \( \mathbf{D} \)-sequences \( d \), and \( m \in N \), the procedure converts \([\mathcal{S}, d[m]]\) into \([\mathcal{S}, b[m - n]]\) where \( b = d^n \) (if \( m < n \), we take \( b = d \), so \([\mathcal{S}, d[m]]\) remains unchanged). It is easy to verify the existence of this procedure. Facts (89), (91) and (93) make it clear how to construct the desired scientist \( \Psi_0 \). We provide an informal description. Let \( E \) be an enumeration of \( N \times N \).

Given incoming environment \( e \), \( \Psi_0 \) works in stages to create ever longer initial segments \( e^0, e^1, \ldots \) of \( e \), where \( e^i \) is the environment that “starts over” at position \( i \) of \( e \). At stage zero we have \( \Psi_0(\emptyset) = \Psi(\emptyset) \). Between two stages, while not enough of \( e \) is available to proceed to the next stage, \( \Psi_0 \) repeats its last conjecture on each new position in \( e \). At the \( n \)th stage \( (n \geq 1) \), \( \Psi_0 \) has examined enough of \( e \) to construct the initial segments of length \( n \) for each of \( e^0, \ldots, e^n \). Let these initial segments be denoted \( \sigma^0 \ldots \sigma^n \). Let \( (x, y) \) be the first pair enumerated in \( E \) such that \( x, y \leq n \) and \( \Psi \)'s score on \( \sigma^x \) is \( y \). Then at the \( n \)th stage \( \Psi_0 \) conjectures \( \Psi(\sigma^x) \). Intuitively, \( \Psi_0 \) looks for a tail of \( e \) on which \( \Psi \)'s conjectures appear eventually to stop changing. For each \( (x, y) \) in turn, \( \Psi_0 \) conjectures that one such tail is \( e^x \) and that \( \Psi \)'s hypotheses on \( e^x \) stopped changing at position \( y \). This conjecture is kept until \( \Psi \)'s score on some initial segment of \( e^x \) is shown to be greater than \( y \).

To see that \( \Psi_0 \) X-solves \( \mathcal{K} \) on \( \mathbb{P}_0 \), let structure \( \mathcal{S} \in \mathcal{K} \), environment \( e \) for \( \mathcal{S} \), and \( P \in \mathbb{P}_0 \) be given. By Fact (89) the probability (according to \( P \)) is 1 that there is \( n \in N \) such that \( e^n \) is also an environment for \( \mathcal{S} \) and that \( \Psi \) X-solves \( e^n \). Call such a tail of \( e \) “good,” the others “bad.” By Facts (91) and (93) the probability is 1 that \( \Psi \)'s scores on initial segments of any bad tail \( e^x \) eventually defeat any hypothesis \( (x, y) \). It is thus straightforward to verify that \( \Psi_0 \) converges on \( e \) to \( \Psi(\sigma) \) for some \( \sigma \) with the following properties:

(a) \( \sigma \) is an initial segment of a good tail \( e^n \) of \( e \), and

(b) for all extensions \( \tau \) of \( \sigma \) in \( e^n \), \( \Psi(\tau) = \Psi(\sigma) \).

Since \( e^n \) is a good tail, for this \( \sigma \) we have \( \Psi(\sigma) \in X \) and \( \mathcal{S} \models \Psi(\sigma) \). Hence with probability 1, \( \Psi_0 \) converges on \( e \) to a sentence of \( X \) true in the underlying structure \( \mathcal{S} \). This completes the proof.

We note that straightforward modifications to the foregoing proof demonstrate the following version of Proposition (49).

(94) **Proposition:** Let \( \mathbb{P}_0 \subseteq \mathbb{P} \), recursive \( X \subseteq L_{sen} \), and collection \( \mathcal{K} \) of structures be given. Suppose that some computable scientist \( \Psi \) X-solves \( \mathcal{K} \) on \( \mathbb{P}_0 \) with probability greater than 0. Then there is computable scientist \( \Psi_0 \), constructible in uniform recursive fashion from \( \Psi \), that X-solves \( \mathcal{K} \) on \( \mathbb{P}_0 \).
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