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Abstract

Many problems arising in computational social choice are of high computational complexity, and some are located at higher levels of the Polynomial Hierarchy. We argue that a parameterized complexity analysis provides a lot of insight about the factors contributing to the complexity of these problems, and can lead to practically useful algorithms. As a case study, we consider the problem of agenda safety in judgment aggregation, consider several natural parameters for this problem, and determine the parameterized complexity for each of these. Our analysis is aimed at obtaining fixed-parameter tractable (fpt) algorithms that use a small number of calls to a SAT solver. We hope that this work may initiate a structured parameterized complexity investigation of problems arising in the field of computational social choice that are located at higher levels of the Polynomial Hierarchy. A by-product of our case study is the development of complexity-theoretic techniques to provide lower bounds on the number of SAT calls needed by fpt-algorithms to solve certain problems.

1 Introduction

The field of computational social choice studies the interface of social choice theory and computer science. In particular, it is concerned with investigating properties of computational tasks related to procedures for collective decision making. Some of these computational tasks have a computational complexity that is ‘beyond NP’, and are thus considered to be highly intractable (cf. \cite{2,11,24,25}). We argue that the complexity analysis of problems arising in computational social choice that are ‘beyond NP’ benefits from a parameterized complexity approach \cite{16,17,20,32}. Recent advances in parameterized complexity theory \cite{23} enable an investigation of the restrictions that allow an encoding of problems ‘beyond NP’ into the Boolean satisfiability problem (SAT). With the success that modern SAT solving algorithms have had in many practical settings over the last two decades \cite{29,34}, this might lead to practically useful algorithms for problems that are traditionally considered to be highly intractable.

As a case study to underpin our argument, we consider the computational complexity of the problem of agenda safety, which is a computational problem that arises in the domain of judgment aggregation. Judgment aggregation studies the properties of procedures that combine the individual judgments on a set of related propositions (the agenda) of the members of a group into a collective judgment reflecting the views of the group as a whole \cite{28}. Such procedures might, in general, yield inconsistent combined judgments. Therefore, it is useful to determine for a given agenda and a given aggregation procedure whether there exists no combination of individual judgments such that the outcome of the procedure is inconsistent (we say that the agenda is safe if this is the case). This is relevant, for instance,
in the setting of multi-agent systems where agents need to coordinate their beliefs, intentions and actions repeatedly \[22\]. The problem of agenda safety is complete for the second level of the Polynomial Hierarchy (PH) \[18\], and is thus ‘beyond NP.’

Instances of hard computational problems that occur in practice often exhibit some kind of structure. A classical complexity analysis is insensitive to any such structure. A parameterized complexity analysis, on the other hand, can take into account different forms of structure in the problem instances, by means of problem parameters. The idea underlying parameterized complexity theory is that such parameters are expected to be small in problem instances occurring in practice. By restricting the high complexity of a problem to the parameter only, these structured instances of hard computational problems can often be solved reasonably efficiently. There has been a lot of research in the field of parameterized complexity over the last two decades (cf. \[9\]). Most of this research is aimed at problems that are in NP. Recently, tools have been developed to analyze the parameterized complexity of problems that are located higher in the PH \[22, 23\]. The paradigm of parameterized complexity has been used to examine many problems in computational social choice (cf. \[3, 4, 5, 15\]).

**Contributions.** Concretely, we investigate what kind of structure helps to decrease the computational complexity of the problem of agenda safety for the majority rule. We do this by studying several natural parameterizations of the problem. The main concept of tractability that we have in mind is based on algorithms that run efficiently for small parameter values, and that use only a small number of SAT calls (depending on the parameter value only). This notion of tractability is motivated by the enormous practical success of modern SAT solvers \[8, 21, 29, 34\]. For precise definitions, we refer to Section 2.

Several parameterizations that we consider correspond to syntactic restrictions on the agenda (i.e., bounds on the size of formulas, bounds on variable occurrence, and bounds on the number of formulas). Another parameterization corresponds to a bound on the size of counterexamples (to the logical characterization of agenda safety), and is similar to parameterizations that have been applied successfully in other domains \[6, 7\]. An overview of complexity results for these parameterizations can be found in Table 1.

This parameterized complexity analysis allows us to pinpoint exactly what aspects of the problem play what role in the high computational complexity of the problem, and it helps to determine what algorithmic approach is best suited to solve the problem in practical settings. We hope that this work can help initiate a structured parameterized complexity investigation of problems arising in the field of computational social choice that are located at higher levels of the PH.

As a by-product of our case study we develop complexity-theoretic techniques to provide lower bounds on the number of SAT calls needed by fpt-algorithms to solve certain problems.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>maximum formula size ($\ell$)</td>
<td>para-$\Pi_2^p$-complete (Proposition 4)</td>
</tr>
<tr>
<td>maximum variable degree ($d$)</td>
<td>para-$\Pi_2^p$-complete (Proposition 6)</td>
</tr>
<tr>
<td>$\ell + d$</td>
<td>para-$\Pi_2^p$-complete (Proposition 6), even when restricted to $2\text{CNF} \cap \text{Horn}$</td>
</tr>
<tr>
<td>number of formulas</td>
<td>solvable in fpt-time with $f(k)$ many SAT calls, with $f(k) = 2^{O(k)}$ (Theorem 8) and $f(k) = \Omega(\log k)$ (Theorem 19)</td>
</tr>
<tr>
<td>counterexample size</td>
<td>$\forall k \exists^*\text{-hard}$ (Theorem 21)</td>
</tr>
</tbody>
</table>

Table 1: Complexity results for different parameterizations of agenda safety.
These techniques are based on novel parameterized complexity classes, related to the Boolean Hierarchy.

2 Preliminaries

In this section, we formally define the problem of agenda safety and we provide a logical characterization of the problem for a particular aggregation procedure. Moreover, we define notions from classical and parameterized complexity theory that we will need in our analysis.

Propositional Logic and Agenda Safety. A literal is a propositional variable $x$ or a negated variable $\neg x$. For literals $l \in \{x, \neg x\}$, we let $\text{Var}(l)=x$ denote the variable occurring in $l$. A clause is a finite set of literals, not containing a complementary pair $x, \neg x$, and is interpreted as the disjunction of these literals. We let $\bot$ denote the empty clause. A formula in conjunctive normal form (CNF) is a finite set of clauses, interpreted as the conjunction of these clauses. We define the size $|\varphi|$ of a CNF formula $\varphi$ to be $\sum_{c \in \varphi} |c|$; the number of clauses of $\varphi$ is denoted by $|\varphi|$. For a CNF formula $\varphi$, the set $\text{Var}(\varphi)$ denotes the set of all variables $x$ such that some clause of $\varphi$ contains $x$ or $\neg x$. We say that a clause is a Horn clause if it contains at most one positive literal; a CNF formula is a Horn formula if it contains only Horn clauses. We let the degree of a CNF formula $\varphi$ be the maximum number of times that any variable $x \in \text{Var}(\varphi)$ occurs in $\varphi$. We define the degree of a set $\Phi$ of CNF formulas to be the maximum number of times that any variable $x \in \text{Var}(\Phi)$ occurs in $\Phi$. We use the standard notion of (truth) assignments $\alpha : \text{Var}(\varphi) \rightarrow \{0,1\}$ for Boolean formulas and truth of a formula under such an assignment. We let SAT denote the problem of deciding whether a given propositional formula is satisfiable, and we let UNSAT denote its co-problem, i.e., deciding whether a given formula is unsatisfiable. For every propositional formula $\varphi$, we let $\neg \varphi$ denote the complement of $\varphi$, i.e., $\neg \varphi = \neg \psi$ if $\varphi$ is not of the form $\neg \psi$, and $\neg \varphi = \psi$ if $\varphi$ is of the form $\neg \psi$.

An agenda is a finite nonempty set $\Phi$ of formulas that does not contain any doubly-negated formulas and that is closed under complementation. Moreover, if $\Phi = \{\varphi_1, \ldots, \varphi_n\}$ is an agenda, then we let $B(\Phi) = \{\varphi_1, \ldots, \varphi_n\}$ denote the base of the agenda $\Phi$. A judgment set $J$ for an agenda $\Phi$ is a subset $J \subseteq \Phi$. We call a judgment set $J$ complete if $\varphi \in J$ or $\neg \varphi \in J$ for all $\varphi \in \Phi$; we call it complement-free if for all $\varphi \in \Phi$ it is not the case that both $\varphi$ and $\neg \varphi$ are in $J$; and we call it consistent if there exists an assignment that makes all formulas in $J$ true. Let $\mathcal{J}(\Phi)$ denote the set of all complete and consistent subsets of $\Phi$. We call a sequence $J \in \mathcal{J}(\Phi)^{|\mathcal{N}|}$ of complete and consistent subsets a profile. A (resolute) judgment aggregation procedure for the agenda $\Phi$ and the set of individuals $\mathcal{N}$ is a function $F : \mathcal{J}(\Phi)^{|\mathcal{N}|} \rightarrow 2^\Phi$. An example is the majority rule $F^{\text{maj}}$, where $\varphi \in F^{\text{maj}}(J)$ if and only if $\varphi$ occurs in the majority of judgment sets in $J$, for all $\varphi \in \Phi$. We call $F$ complete, complement-free and consistent, if $F(J)$ is complete, complement-free and consistent, respectively, for every $J \in \mathcal{J}(\Phi)^n$. An agenda $\Phi$ is safe with respect to a class of aggregation procedures $\mathcal{F}$, if every procedure in $\mathcal{F}$ is consistent when applied to profiles of judgment sets over $\Phi$. We say that an agenda $\Phi$ satisfies the median property (MP) if every inconsistent subset of $\Phi$ has itself an inconsistent subset of size at most 2. An agenda $\Phi$ is safe for the majority rule if and only if $\Phi$ satisfies the MP \cite{13,31}. There exist similar properties that characterize agenda safety for other aggregation procedures \cite{13}.

As an example, we consider the discursive dilemma, which concerns an agenda that is not safe for the majority rule. Consider the agenda $\Phi_{\text{dd}} = \{p, \neg p, q, \neg q, (p \rightarrow q), \neg (p \rightarrow q)\}$. Moreover, consider the profile $J = (J_1, J_2, J_3)$, where $J_1 = \{p, q, (p \rightarrow q)\}$, $J_2 = \{p, \neg q, (p \rightarrow q)\}$, and $J_3 = \{\neg p, \neg q, (p \rightarrow q)\}$. Clearly, $F^{\text{maj}}(J) = \{p, \neg q, (p \rightarrow q)\}$, which is inconsistent. In other words, $\Phi_{\text{dd}}$ is not safe for the majority rule. Also, $\Phi_{\text{dd}}$ does not
satisfy the MP, as it contains a subset $F^{maj}(J) \subseteq \Phi$ that is inconsistent, but that itself contains no inconsistent subset of size 2. Intuitively, for each agenda that does not satisfy the MP, a similar discursive dilemma can be constructed, where the majority rule is forced to include an inconsistent subset (of size larger than 2), whereas the individual profiles remain consistent.

In this paper, we consider several parameterizations of the following decision problem, which is shown to be $\Pi_2^p$-complete [15]. For our results, we will use the fact that deciding safety of an agenda $\Phi$ for the majority rule is equivalent to checking whether $\Phi$ satisfies the median property. In fact, the technical details behind our results involve only this alternative characterization.

<table>
<thead>
<tr>
<th>AGENDA-SAFETY$^{maj}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An agenda $\Phi$.</td>
</tr>
<tr>
<td><strong>Question:</strong> Is $\Phi$ safe for the majority rule?</td>
</tr>
</tbody>
</table>

### The Boolean and Polynomial Hierarchies.

There are many natural decision problems that are not contained in the classical complexity classes P or NP. The Boolean Hierarchy (BH) [11][12][26] consists of a hierarchy of complexity classes $BH_i$ for all $i \geq 1$. Each class $BH_i$ can be characterized as the class of problems that can be reduced to the problem $BH_{i-1}$-SAT, which is defined inductively as follows. The problem $BH_1$-SAT consists of all sequences $(\phi)$, where $\phi$ is a satisfiable propositional formula. For even $i \geq 2$, the problem $BH_{i-1}$-SAT consists of all sequences $(\phi_1, \ldots, \phi_i)$ of propositional formulas such that both $(\phi_1, \ldots, \phi_{i-1}) \in BH_{(i-1)}$-SAT and $\phi_i$ is unsatisfiable. For odd $i \geq 2$, the problem $BH_{i-1}$-SAT consists of all sequences $(\phi_1, \ldots, \phi_i)$ of propositional formulas such that $(\phi_1, \ldots, \phi_{i-1}) \in BH_{(i-1)}$-SAT or $\phi_i$ is satisfiable. The class $BH_2$ is also denoted by DP, and the problem $BH_2$-SAT is also denoted by SAT-UNSAT.

The Polynomial Hierarchy (PH) [30][37][39][33] consists of a hierarchy of complexity classes, including the classes $\Sigma_i^p$, for all $i \geq 0$. The class $\Sigma_0^p$ already contains the entire BH. We give a characterization of these classes based on the satisfiability problem of various classes of quantified Boolean formulas. A (prenex) quantified Boolean formula is a formula of the form $Q_1X_1Q_2X_2 \ldots Q_mX_m\psi$, where each $Q_i$ is either $\exists$ or $\forall$, the $X_i$ are disjoint sets of propositional variables, and $\psi$ is a Boolean formula over the variables in $\bigcup_{i=1}^{m} X_i$. The quantifier-free part of such formulas is called the matrix of the formula. Truth of such formulas is defined in the usual way. We let $\psi[\alpha]$ denote the formula obtained from $\psi$ by instantiation variables by their truth values given by a (partial) truth assignment $\alpha$. For each $i \geq 1$ we define the following decision problem.

<table>
<thead>
<tr>
<th>QSAT$_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> A quantified Boolean formula $\varphi = \exists X_1 \forall X_2 \exists X_3 \ldots Q_i X_i \psi$, where $Q_i$ is a universal quantifier if $i$ is even and an existential quantifier if $i$ is odd.</td>
</tr>
<tr>
<td><strong>Question:</strong> Is $\varphi$ true?</td>
</tr>
</tbody>
</table>

For each nonnegative integer $i \geq 0$, the complexity class $\Sigma_i^p$ is the class of problems that can be reduced to QSAT$_i$ in polynomial time [41][39]. The $\Sigma_i^p$-hardness of QSAT$_i$ holds already when the matrix of the input formula is restricted to 3CNF for odd $i$, and restricted to 3DNF for even $i$. Note that the class $\Sigma_0^p$ coincides with P, and the class $\Sigma_1^p$ coincides with NP. For each $i \geq 1$, the class $\Pi_i^p$ is defined as co-$\Sigma_i^p$.

### Parameterized Complexity.

We introduce some core notions from parameterized complexity theory that we will use in this paper. For an in-depth treatment we refer to other sources [16][17][20][23][32]. A parameterized problem $L$ is a subset of $\Sigma^* \times \mathbb{N}$ for some finite
The following generalization of polynomial time computability is commonly regarded as the tractability notion of parameterized complexity theory. A parameterized problem \( L \) is fixed-parameter tractable if there exists a computable function \( f \) and a constant \( c \) such that there exists an algorithm that decides whether \( (I,k) \in L \) in time \( O(f(k)|I|^c) \), where \(|I|\) denotes the size of \( I \). Such an algorithm is called an fpt-algorithm, and this amount of time is called fpt-time. FPT is the class of all fixed-parameter tractable parameterized decision problems. If the parameter is constant, then fpt-algorithms run in polynomial time where the order of the polynomial is independent of the parameter. This provides a good scalability in the parameter in contrast to running times of the form \(|I|^k\), which are also polynomial for fixed \( k \), but are already impractical for, say, \( k > 3 \). By XP we denote the class of all problems \( L \) for which it can be decided whether \( (I,k) \in L \) in time \( O(|I|^{f(k)}) \), for some fixed computable function \( f \).

Parameterized complexity also generalizes the notion of polynomial-time reductions. Let \( L \subseteq \Sigma^* \times \mathbb{N} \) and \( L' \subseteq (\Sigma')^* \times \mathbb{N} \) be two parameterized problems. An fpt-reduction from \( L \) to \( L' \) is a mapping \( R : \Sigma^* \times \mathbb{N} \rightarrow (\Sigma')^* \times \mathbb{N} \) from instances of \( L \) to instances of \( L' \) such that there exist some computable function \( g : \mathbb{N} \rightarrow \mathbb{N} \) such that for all \( (I,k) \in \Sigma^* \times \mathbb{N} \): (i) \( (I,k) \) is a yes-instance of \( L \) if and only if \( (R(I,k),g(k)) \) is a yes-instance of \( L' \), (ii) \( k' \leq g(k) \), and (iii) \( R \) is computable in fpt-time. Similarly, we call reductions that satisfy properties (i) and (ii) but that are computable in time \( O(|I|^{f(k)}) \), for some fixed computable function \( f \), xp-reductions.

Parameterized complexity theory also offers complexity classes corresponding to classes in the Polynomial Hierarchy. Let \( C \) be a classical complexity class, e.g., NP. The parameterized complexity class para-\( C \) is then defined as the class of all parameterized problems \( L \subseteq \Sigma^* \times \mathbb{N} \), for some finite alphabet \( \Sigma \), for which there exists an alphabet \( \Pi \), a computable function \( f : \mathbb{N} \rightarrow \Pi^* \), and a problem \( P \subseteq \Sigma^* \times \Pi^* \) such that \( P \in C \) and for all instances \((x,k) \in \Sigma^* \times \mathbb{N} \) of \( L \) we have that \((x,k) \in L \) if and only if \((x,f(k)) \in P \). Intuitively, the class para-C consists of all problems that are in \( C \) after a precomputation that only involves the parameter \( \|I\| \).

In particular, the class para-NP contains those parameterized problems that can be fpt-reduced to a single instance of SAT. Another class containing problems that can be considered fpt-reducible to SAT is the class para-DP, based on the classical complexity class DP = \{ \( L_1 \cap L_2 : L_1 \in \text{NP}, L_2 \in \text{co-NP} \) \}. An instance of a parameterized problem in para-DP can be solved in fpt-time by firstly reducing it to an instance of the problem SAT-UNSAT = \{ (\varphi_1, \varphi_2) : \varphi_1 \in \text{SAT}, \varphi_2 \in \text{UNSAT} \}, and then solving this resulting instance by invoking a SAT oracle twice.

In addition to many-one fpt-reductions to SAT, we are also interested in Turing fpt-reductions. A Turing fpt-reduction from a problem \( P \) to \( SAT \) is an fpt-algorithm that has access to a SAT oracle and that decides \( P \). We are mainly interested in fpt-algorithms that only use a small number of queries to the SAT oracle (SAT calls). We let \( \text{FPT}^\text{NP}[f(k)] \) denote the class of all parameterized problems \( P \) for which there exists an fpt-algorithm that decides if \((x,k) \in P \) by using at most \( f(k) \) many SAT calls, for some computable function \( f \).

On the other hand, para-\( \Sigma_2^P \)-hardness can be employed to provide evidence against the existence of fpt-reductions to SAT. However, for many interesting parameterized problems for which we want to investigate the (non-)existence of fpt-reductions to SAT, hardness for para-\( \Sigma_2^P \) cannot be used. The class para-\( \Sigma_2^P \) contains problems that cannot be reduced to SAT in polynomial time if the parameter value is a constant (unless the Polynomial Hierarchy collapses at the first level), i.e., problems in para-\( \Sigma_2^P \) do not allow an xp-reduction to SAT. Since many problems we are interested in do allow such xp-reductions to SAT, it is unlikely that these problems can be shown to be hard for the complexity class para-\( \Sigma_2^P \).

Recent work in parameterized complexity theory has resulted in complexity classes that can be used to provide evidence for the non-existence of fpt-reductions to SAT also
for problems that do allow an xp-reduction to SAT [23]. The parameterized complexity class $\forall^k \exists^*$ consists of all parameterized problems that can be fpt-reduced to the following variant of quantified Boolean satisfiability that is based on truth assignments of restricted (Hamming) weight (the Hamming weight of an assignment is the number of variables that it assigns to 1).

$$\forall^k \exists^* - \text{WSat}$$

**Instance:** A quantified Boolean formula $\varphi = \forall X. \exists Y. \psi$, and an integer $k$.

**Parameter:** $k$.

**Question:** Is it the case that for all truth assignments $\alpha$ to $X$ with weight $k$ there exists an assignment $\beta$ to $Y$ such that the assignment $\alpha \cup \beta$ satisfies $\psi$?

For any problem in $\forall^k \exists^*$ there exists an xp-reduction to SAT. However, there is evidence that problems that are hard for $\forall^k \exists^*$ do not allow an fpt-reduction to SAT [22, 23]. Many natural parameterized problems from various domains are complete for the class $\forall^k \exists^*$, and for none of them an fpt-reduction to SAT has been found. If there exists an fpt-reduction to SAT for any $\forall^k \exists^*$-complete problem then this is the case for all $\forall^k \exists^*$-complete problems. For an overview of parameterized complexity classes that are relevant to the results in this paper, we refer to Figure 1. For a more detailed discussion on this topic, we refer to previous work in parameterized complexity [23].

## 3 Parameterized Complexity Results

We start with showing that we can restrict our attention to agendas containing only formulas in CNF. We show how to transform any agenda $\Phi$ to an agenda $\Phi'$, containing only formulas in CNF (and their negations), that is safe if and only if $\Phi$ is safe, where the size of $\Phi'$ is polynomial in the size of $\Phi$.

**Lemma 1.** Let $\varphi$ be a propositional formula. We can construct a CNF formula $\varphi'$ such that $\text{Var}(\varphi') \supseteq \text{Var}(\varphi)$ and for each truth assignment $\alpha : \text{Var}(\varphi) \to \{0, 1\}$ we have that $\alpha$ satisfies $\varphi$ if and only if there exists an assignment $\beta : (\text{Var}(\varphi') \setminus \text{Var}(\varphi)) \to \{0, 1\}$ such that the assignment $\alpha \cup \beta$ satisfies $\varphi'$.

**Proof (idea).** The idea of the proof is to transform $\varphi$ into a CNF formula $\psi$ by using the well-known Tseitin transformation [38]. For each subformula $\chi$ of $\varphi$ we add a fresh variable $x_\chi$, and we construct the clauses of $\psi$ in such a way that the truth value of $x_\chi$ in any satisfying
assignment of $\psi$ corresponds to the truth value of $\chi$, for each subformula $\chi$. A full proof can be found in the appendix.

**Proposition 2.** Let $\Phi$ be an agenda with base $B(\Phi) = \{\varphi_1, \ldots, \varphi_n\}$. We can construct in polynomial time an agenda $\Phi'$ with base $B(\Phi') = \{\varphi'_1, \ldots, \varphi'_m\}$ such that each $\varphi'_i$ is in CNF and any subset $\Psi = \{\varphi_i_1, \ldots, \varphi_i_m, \neg\varphi_{j_1}, \ldots, \neg\varphi_{j_m}\}$ of $\Phi$ is consistent if and only if $\Psi' = \{\varphi'_i_1, \ldots, \varphi'_i_m, \neg\varphi'_{j_1}, \ldots, \neg\varphi'_{j_m}\}$ is consistent.

**Proof.** Let $\Phi$ be an agenda with base $B(\Phi) = \{\varphi_1, \ldots, \varphi_n\}$. By Lemma 1, we can transform in polynomial time each $\varphi_i$ to a suitable CNF formula $\varphi'_i$. Because we can introduce fresh variables for constructing each $\varphi'_i$, we can assume without loss of generality that for each $1 \leq i < i' \leq n$ it is the case that $(\text{Var}(\varphi'_i) \setminus \text{Var}(\varphi_i)) \cap (\text{Var}(\varphi'_i') \setminus \text{Var}(\varphi_i')) = \emptyset$. Let $\Psi = \{\varphi_i_1, \ldots, \varphi_i_m, \neg\varphi_{j_1}, \ldots, \neg\varphi_{j_m}\}$ be an arbitrary subset of $\Phi$. We claim that $\Psi$ is consistent if and only if $\Psi' = \{\varphi'_i_1, \ldots, \varphi'_i_m, \neg\varphi'_{j_1}, \ldots, \neg\varphi'_{j_m}\}$ is consistent. A full proof of this claim can be found in the appendix.

Thus, the problem Agenda-Safety$^{\text{maj}}$ is $\Pi^P_2$-hard even for the following restricted case.

**Corollary 3.** The problem Agenda-Safety$^{\text{maj}}$ is $\Pi^P_2$-hard even when restricted to agendas $\Phi$ whose base $B(\Phi)$ contains only CNF formulas.

Intuitively, the above results show that, using additional auxiliary variables, each agenda can be rewritten into another agenda that contains only formulas in CNF (or their negation) that are equivalent (with respect to satisfiability) to the formulas in the original agenda.

### 3.1 Syntactic restrictions on the agenda

We consider the following parameterizations of the agenda safety problem that correspond to syntactic restrictions on the agenda $\Phi$. We parameterize on the size of formulas $\varphi \in \Phi$, on the maximum number of times any variable occurs in $\Phi$ (i.e., the degree of $\Phi$), and on the number of formulas occurring in $\Phi$.

<table>
<thead>
<tr>
<th>Agenda-Safety$^{\text{maj}}$(formula size)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An agenda $\Phi$.</td>
</tr>
<tr>
<td><strong>Parameter:</strong> $\ell = \max {</td>
</tr>
<tr>
<td><strong>Question:</strong> Is $\Phi$ safe for the majority rule?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Agenda-Safety$^{\text{maj}}$(degree)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An agenda $\Phi$ containing only CNF formulas.</td>
</tr>
<tr>
<td><strong>Parameter:</strong> The degree $d$ of $\Phi$.</td>
</tr>
<tr>
<td><strong>Question:</strong> Is $\Phi$ safe for the majority rule?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Agenda-Safety$^{\text{maj}}$(degree + formula size)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An agenda $\Phi$ containing only CNF formulas, where $\ell = \max {</td>
</tr>
<tr>
<td><strong>Parameter:</strong> $\ell + d$.</td>
</tr>
<tr>
<td><strong>Question:</strong> Is $\Phi$ safe for the majority rule?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Agenda-Safety$^{\text{maj}}$(agenda size)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An agenda $\Phi$.</td>
</tr>
<tr>
<td><strong>Parameter:</strong> $</td>
</tr>
<tr>
<td><strong>Question:</strong> Is $\Phi$ safe for the majority rule?</td>
</tr>
</tbody>
</table>
The assumption that the size of formulas in an agenda is small corresponds to the expectation that the separate statements that the individuals are judging are in a sense atomic, and therefore of bounded size. The supposition that the degree of an agenda is small corresponds to the expectation that each proposition that occurs in the statements to be judged occurs only a small number of times. The assumption that the number of formulas in the agenda is small is based on the fact that the individuals need to form an opinion on all formulas in the agenda.

**Agendas with small formulas and small degree.** We start by showing that parameterizing on (the sum of) the maximum formula size and the degree of the agenda $\Phi$ does not decrease the complexity of deciding whether the agenda is safe, even when (the base of) $\Phi$ contains only formulas in $2\text{CNF} \cap \text{HORN}$. Intuitively, these restrictions on the form and size of the formulas in the agenda do not rule out the complex interactions between the formulas in the agenda that involve many formulas simultaneously, and that give rise to the $\Pi^P_2$-hardness of the problem.

**Proposition 4.** Agenda-Safety$^{\text{maj}}$(formula size) is para-$\Pi^P_2$-complete.

**Proof.** Membership in para-$\Pi^P_2$ follows from the $\Pi^P_2$-membership of Agenda-Safety$^{\text{maj}}$. We show para-$\Pi^P_2$-hardness by giving a polynomial-time reduction from $\exists \exists$-SAT($3\text{CNF}$) to the problem \{ $x : (x,c) \in \text{AGENDA-SAFETY}^{\text{maj}}$(formula size) \}, where $c$ is bounded by the size of formulas of the form $\neg(\neg x_1 \lor \neg x_2 \lor \neg x_3 \land \neg z)$. This reduction is a modified variant of a reduction given by Endriss et al. [18, Lemma 11]. Let $\varphi = \forall x, \exists y, \psi$ be an instance of $\exists \exists$-SAT, where $\psi = c_1 \land \cdots \land c_m$ is in $3\text{CNF}$, and where $X = \{x_1, \ldots, x_n\}$. We may assume without loss of generality that none of the $c_i$ is a unit clause. We construct the agenda $\Phi = \{x_1, \neg x_1, \ldots, x_n, \neg x_n, (c_1 \land \neg z_1), \neg(c_1 \land \neg z_1), \ldots, (c_m \land \neg z_m), (c_m \land \neg z_m)\}$, where $Z = \{z_1, \ldots, z_m\}$ is a set of fresh variables. We claim that $\Phi$ satisfies the median property if and only if $\varphi$ is true. A proof of this claim can be found in the appendix.

Next, using the following technical lemma, a proof of which can be found in the appendix, and the reduction given in the proof of Proposition 4, we get para-$\Pi^P_2$-completeness of Agenda-Safety$^{\text{maj}}$((degree) + formula size).

**Lemma 5.** The problem $\forall \exists$-SAT($3\text{CNF}$) is $\Pi^P_2$-hard even when restricted to instances $\varphi = \forall x, \exists y, \psi$ where each $x \in X$ occurs at most 2 times in $\psi$ and each $y \in Y$ occurs at most 3 times in $\psi$.

**Proposition 6.** The parameterized problems Agenda-Safety$^{\text{maj}}$(degree + formula size) and Agenda-Safety$^{\text{maj}}$(degree) are para-$\Pi^P_2$-complete.

We now show hardness even for the case where all formulas are in $\text{HORN} \cap 2\text{CNF}$.

**Proposition 7.** Agenda-Safety$^{\text{maj}}$(degree + formula size) is para-$\Pi^P_2$-hard even when restricted to agendas $\Phi$ such that all formulas $\varphi \in B(\Phi)$ are in $\text{HORN} \cap 2\text{CNF}$.

**Proof.** We consider the reduction used to show Proposition 4, which is described in detail in the proof of Proposition 4. The agenda $\Phi$ that we constructed contains only formulas of the form $c_i$ or their negation, and formulas of the form $(c_i \land \neg z_i)$, where $c_i$ is a clause, or their negation. Clearly, the formulas $c_i$ and $\neg c_i$ are (equivalent to formulas) in $\text{HORN} \cap 2\text{CNF}$. It suffices to show that each formula $\varphi \in \Phi$ with $\varphi = (c_i \land \neg z_i)$ is equivalent to a formula $\varphi' \in \text{HORN} \cap 2\text{CNF}$. Let $c_i = (l_i^1 \lor l_i^2 \lor l_i^3)$. Observe that $(c_i \land \neg z_i) = ((l_i^1 \lor l_i^2 \lor l_i^3) \land \neg z_i) \equiv (l_i^1 \land \neg z_i) \land (l_i^2 \lor \neg z_i) \land (l_i^3 \lor \neg z_i)$. Thus, we can construct $\Phi$ in such a way that $B(\Phi)$ contains only formulas in $\text{HORN} \cap 2\text{CNF}$.

\[\square\]
Agendas with few formulas. Next, we parameterize the agenda safety problem on the number of formulas occurring in the agenda. We will show that instances \((x,k)\) of the problem \textsc{Agenda-Safety}^{maj}(agenda size) can be solved by an fpt-algorithm that uses \(f(k)\) many SAT calls. Intuitively, the fpt-algorithm that we construct will exploit the fact that the agenda only contains few formulas, by considering all possible inconsistent subsets of the agenda, and using a SAT solver to verify that these all have an inconsistent subset of size at most 2. In particular, we will prove the following result.

**Theorem 8.** There exists an algorithm that decides \textsc{Agenda-Safety}^{maj}(agenda size) in fpt-time using at most \(2^{O(k)}\) SAT calls, where \(k\) is the parameter value.

Moreover, we give evidence that this is the best one can do, i.e., there exists no fpt-algorithm that uses a significantly smaller number of SAT calls, assuming some widely believed complexity-theoretic assumptions (Theorem 19). We will need some formal machinery to prove the latter result.

In order to perform our lower-bound analysis, we will consider two parameterized complexity classes: \textsc{FPT}^{NP \![f(k)]} and \textsc{BH}(level). We defined the class \textsc{FPT}^{NP \![f(k)]} above. We note that it is straightforward to verify that \textsc{FPT}^{NP \![f(k)]} is closed under fpt-reductions. Next, to define the class \textsc{BH}(level), we consider the following parameterized decision problem, that is based on the canonical problems \textsc{BH}_2-\textsc{Sat} of the classes \textsc{BH}, in the Boolean Hierarchy.

<table>
<thead>
<tr>
<th>BH(level)-SAT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> a positive integer (k) and a sequence ((\varphi_1, \ldots, \varphi_k)) of propositional formulas.</td>
</tr>
<tr>
<td><strong>Parameter:</strong> (k).</td>
</tr>
<tr>
<td><strong>Question:</strong> is it the case that ((\varphi_1, \ldots, \varphi_k) \in \text{BH}_k-\text{Sat})?</td>
</tr>
</tbody>
</table>

We then define the parameterized complexity class \textsc{BH}(level) to be the class of all parameterized problems that can be fpt-reduced to the problem \textsc{BH}(level)-\textsc{Sat}. In other words, the class \textsc{BH}(level) consists of all parameterized problems \(P\) for which there exists an fpt-reduction that reduces each instance \((x,k)\) of \(P\) to an instance of some problem in the \(f(k)\)-th level of the Boolean Hierarchy, for some computable function \(f\). As we will see below, the classes \textsc{FPT}^{NP \![f(k)]} and \textsc{BH}(level) coincide. Moreover, we will show that \textsc{Agenda-Safety}^{maj}(agenda size) is complete for this class. We begin with showing the upper bound on the number of SAT calls needed to solve \textsc{Agenda-Safety}^{maj}(agenda size).

**Proposition 9.** \textsc{Agenda-Safety}^{maj}(agenda size) is in \textsc{co-BH}(level).

**Proof.** We provide an fpt-algorithm that takes an instance \(\Phi\) of \textsc{Agenda-Safety}^{maj}(agenda size) with \(|\Phi|=k\) and produces \(f(k)\) many instances \(x_1, \ldots, x_{f(k)}\) of \textsc{co-SAT-UNSAT} such that \(\Phi \in \textsc{Agenda-Safety}^{maj}(agenda size)\) if and only if \(\{x_1, \ldots, x_{f(k)}\} \subseteq \text{co-SAT-UNSAT}\).

Let \(\Phi\) be an agenda with \(\hat{B}(\Phi) = \{\varphi_1, \ldots, \varphi_k\}\). Let \(C\) denote the set of all complement-free subagendas \(\Phi' \subseteq \Phi\) that are of size at least 3. Clearly, \(|C| = 2^{O(k)}\). We know that \(\Phi\) satisfies the MP if and only if for all \(\Phi' \in C\) holds that either (1) \(\Phi'\) is satisfiable, or (2) there exists some \(\Phi'' \subseteq \Phi'\) of size 2 that is unsatisfiable.

Firstly, for each \(\Phi' = \{\psi_1, \ldots, \psi_\ell\} \in C\), we construct an instance \(I(\Phi') = (\psi_1, \psi_2)\) of \textsc{co-SAT-UNSAT} such that \((\psi_1, \psi_2) \in \text{co-SAT-UNSAT}\) if and only if for either (1) \(\Phi'\) is satisfiable or (2) there exists some \(\Phi'' \subseteq \Phi'\) of size 2 that is unsatisfiable. For any \(1 \leq i < j \leq \ell\) and any propositional formula \(\varphi\), we let \(\varphi^{(i,j)}\) denote a copy of \(\varphi\) where each variable \(x \in \text{Var}(\varphi)\) is replaced with a copy \(x^{(i,j)}\) indexed by the pair \((i,j)\). We define \(\psi_1 = \bigwedge_{\varphi \in \Phi'} \varphi^{(i,j)}\), and \(\psi_2 = \bigwedge_{1 \leq i < j \leq \ell} (\psi_i^{(i,j)} \land \psi_j^{(i,j)})\). It is straightforward to verify that \(I(\Phi')\) satisfies the required properties.

We now straightforwardly get that \(\Phi \in \textsc{Agenda-Safety}^{maj}(agenda size)\) if and only if \(\{ I(\Phi') : \Phi' \in C \} \subseteq \text{co-SAT-UNSAT}\). Also, we know that \(|C| = f(k) = 2^{O(k)}\) for a suitable
exists an algorithm $A$. We know this latter condition holds if and only if our original instance $(\Phi)$ corresponds to a Boolean combination of statements concerning the satisfiability of the formulas $\varphi_i$, the algorithm can then decide in fpt-time whether $(x',k') \in \text{BH}$(level)-Sat.

Proof of Theorem 3. The result directly follows from the proofs of Proposition 3 and Lemma 10. Moreover, the obtained algorithm decides Agenda-Safety$^\text{maj}$(agenda size) in time $O(n \cdot 2^k)$ by making $O(2^k)$ many queries to a SAT solver consisting of formulas of size $O(n \cdot k^2)$, where $n$ is the input size and $k$ is the parameter value.

Next, we will pursue the lower bound. We start with identifying an easier hardness result, which we will then extend to a hardness result for the class co-BH(level).

Lemma 11. Agenda-Safety$^\text{maj}$(agenda size) is para-co-DP-hard.

Proof. We prove hardness for para-co-DP by giving a polynomial-time reduction from SAT-UNSAT to co-Agenda-Safety$^\text{maj}$, such that the resulting instance is an agenda of constant size. Let $(\varphi_1, \varphi_2)$ be an instance of SAT-UNSAT. We construct the agenda $\Phi$ with $B(\Phi) = \{\psi_1, \psi_2, \psi_3\}$ by letting $\psi_1 = r_1 \land p_1 \land \varphi_1$, $\psi_2 = r_2 \land p_2$, and $\psi_3 = r_3 \land ((p_1 \land p_2) \rightarrow \varphi_2)$, where $\{r_1, r_2, r_3, p_1, p_2\}$ are distinct fresh variables not occurring in $\varphi_1$ nor in $\varphi_2$. We claim that $\Phi$ does not satisfy the MP if and only if $(\varphi_1, \varphi_2) \in \text{SAT-UNSAT}$. A proof of this claim can be found in the appendix.

Proposition 12. Agenda-Safety$^\text{maj}$(agenda size) is co-BH(level)-hard.

Proof. We give an fpt-reduction from BH(level)-Sat to co-Agenda-Safety$^\text{maj}$(agenda size). For the sake of simplicity, we assume that $k \geq 2$ is even. Let the sequence $(\varphi_1, \ldots, \varphi_k)$ specify an instance of BH(level)-Sat. We know that we can construct in polynomial time an sequence of formulas $(\varphi_1, \varphi_1, \ldots, \varphi_\ell, \psi_\ell)$, where $\ell = k/2$, such that $(\varphi_1, \ldots, \varphi_k) \in \text{BH}_k$-Sat if and only if for some $1 \leq i \leq \ell$ it holds that $(\chi_i, \psi_i) \in \text{BH}_2$-Sat = SAT-UNSAT. A proof of this claim can be found in the appendix.

Corollary 13. Agenda-Safety$^\text{maj}$(agenda size) is co-BH(level)-complete.
Now that we have established that Agenda-Safety^{max}(agenda size) is hard for the class co-BH(level), we will investigate what this result tells us about the number of SAT calls needed by any fpt-algorithm that decides the problem Agenda-Safety^{max}(agenda size). For this, it will be convenient to show that BH(level) = co-BH(level). Consider the following lemma, which allows us to relate FPT^{NP[f(k)]} to BH(level). A proof of the lemma can be found in the appendix.

**Lemma 14.** Let P be a parameterized problem and let A be an algorithm that decides P in fpt-time using at most \(g(k)\) many SAT calls, where \(k\) is the parameter value and \(g\) is some computable function. Then there exists an fpt-reduction that reduces an instance \((x,k)\) of \(P\) to an instance \((x',k')\) of BH(level)-Sat, where \(k' \leq 2^{g(k)+1}\).

**Theorem 15.** FPT^{NP[f(k)]} = BH(level)

**Proof.** Since FPT^{NP[f(k)]} is closed under complement, the result follows directly from Lemmas 10 and 14.

Moreover, this also allows us to relate BH(level) and co-BH(level).

**Corollary 16.** BH(level) = co-BH(level).

This now immediately gives us the following characterization of the complexity of Agenda-Safety^{max}(agenda size).

**Corollary 17.** Agenda-Safety^{max}(agenda size) is FPT^{NP[f(k)]}-complete and BH(level)-complete.

We will now use the BH(level)-hardness of Agenda-Safety^{max}(agenda size), to obtain lower bounds on the number of SAT calls needed by any fpt-algorithm to solve Agenda-Safety^{max}(agenda size).

**Proposition 18.** Let P be any BH(level)-hard problem. Then P is not solvable by an fpt-algorithm that uses only \(O(1)\) many SAT calls, unless the Polynomial Hierarchy collapses.

**Proof.** Assume that P is solvable by an fpt-algorithm that uses only \(c\) many SAT calls, where \(c\) is a constant. We will show that the PH collapses. Since P is BH(level)-hard, we know that there exists an fpt-reduction \(R_1\) from BH(level)-Sat to P. Then, by Lemma 14, there exists an fpt-reduction \(R_2\) from P to BH(level)-Sat, that reduces any instance \((x,k)\) of P to an instance \((x'',k'')\) of BH(level)-Sat, where \(k'' \leq 2^{c+1}\). Then, the composition \(R_1 \circ R_2\) is an fpt-reduction from BH(level)-Sat to itself such that any instance \((x,k)\) of BH(level)-Sat is reduced to an equivalent instance \((x'',k'')\) of BH(level)-Sat, where \(k'' \leq m = 2^{c+1}\). We can straightforwardly modify this reduction to always produce an instance \((x'',m)\) of BH(level)-Sat, by adding trivial instances of SAT to the sequence \(x''\).

We now show that the Boolean Hierarchy collapses to the \(m\)-th level, where \(m = 2^{c+1}\). Let \(y\) be an instance of BH_{m+1}-Sat. We can then see the reduction \(R\) as a polynomial-time reduction from BH_{m+1}-Sat to BH_{m}-Sat: the fpt-reduction \(R\) runs in time \(f(k) \cdot n^{O(1)}\), and since \(k = m + 1\) is a constant, the factor \(f(k)\) is constant. From this we can conclude that BH_{m} = BH_{m+1}. Thus, the BH collapses, and consequently the PH collapses [12,26].

The above lower bound holds for any BH(level)-hard problem. We can improve this bound for the particular case of Agenda-Safety^{max}(agenda size).

**Theorem 19.** Deciding whether \((x,k) \in Agenda-Safety^{max}(agenda size)\) is not solvable by an fpt-algorithm that uses \(o(\log k)\) many SAT calls, unless the Polynomial Hierarchy collapses.
Proof (idea). The proof is analogous to the proof of Proposition\textsuperscript{18}. Since we know in addition that there exists an fpt-reduction from Agenda-Safety\textsuperscript{maj}(agenda size) to BH(level)-Sat that increases the parameter value (only) exponentially, the argument from the proof of Proposition\textsuperscript{18} gives us a lower bound of $O(\log k)$ many SAT calls. A full proof can be found in the appendix.

3.2 Restricting attention to small counterexamples

Another commonly identified “hidden” structure in problem instances is a restriction on the size of counterexamples. Many computational problems ask for the non-existence of a particular counterexample, and many of such problems show a decrease in complexity if attention can be restricted to counterexamples of a particular bounded size only.

One prominent example of a decrease in complexity induced by a restriction on the size of counterexamples is the method of Bounded Model Checking\textsuperscript{6,7}. In a nutshell, model checking is the problem of verifying whether a model of a system meets a given specification. This problem finds applications in a myriad of domains. A commonly used formalization is the problem of deciding whether a given transition system satisfies a specification given in the form of a linear-time temporal logic (LTL) formula. This variant of the problem is PSPACE-complete (cf.\textsuperscript{1,13}). The problem is equivalent to deciding whether there exists no path (potentially of exponential length) in the transition system that serves as a counterexample to the specification. If the size of such counterexamples to consider is bounded (by an upper bound given in the input), the complexity of the problem decreases to NP\textsuperscript{6,7}. This result has been successfully applied in practice, by implementing algorithms that iteratively search for counterexamples of increasing size (cf.\textsuperscript{6}). In the worst-case, an exponential number of iterations is needed, but in many instances occurring in practice, small counterexamples can be found efficiently this way.

A natural question to investigate is whether we could apply a similar approach to deciding whether an agenda is safe for the majority rule. In order to do so, we would like to get an improvement in the computational complexity for the case where the size of counterexamples is bounded. Therefore, we consider the following parameterized variant of the median property problem, where the parameter measures the size of subset of the agenda that we need to consider.

<table>
<thead>
<tr>
<th>Agenda-Safety\textsuperscript{maj}(counterexample size)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> An agenda $\Phi$, and an integer $k$.</td>
</tr>
<tr>
<td><strong>Parameter:</strong> $k$.</td>
</tr>
<tr>
<td><strong>Question:</strong> Does every inconsistent subset $\Phi'$ of $\Phi$ of size $k$ have itself an inconsistent subset of size at most 2?</td>
</tr>
</tbody>
</table>

Assuming that counterexamples to the MP are small in practice corresponds to the supposition that whenever several statements together imply another statement, this latter statement is already implied by a small number of the former statements. In other words, the interaction between statements is, in a sense, local.

This problem is also related to agenda safety for supermajority rules. A supermajority rule accepts any proposition in the agenda if and only if a certain supermajority of the individuals, specified by a threshold $q \in (\frac{1}{2}, 1]$, accepts the proposition. Supermajority rules always produce consistent outcomes if the threshold is greater than $\frac{k-1}{2}$, where $k$ is the size of the largest minimally inconsistent subset of the agenda (cf.\textsuperscript{13,27}).

Unfortunately, it turns out that this parameterization does not lead to a significant (practically exploitable) improvement in the computational complexity. In order to prove this, we will need the following lemma, a proof of which can be found in the appendix.
Lemma 20. Let \((\varphi, k)\) be an instance of \(\forall^k \exists^*\text{-WSat}\). In polynomial time, we can construct an instance \((\varphi', k)\) of \(\forall^k \exists^*\text{-WSat}\) with \(\varphi' = \forall X. \exists Y. \psi\), such that: (1) \((\varphi, k) \in \forall^k \exists^*\text{-WSat}\) if and only if \((\varphi', k) \in \forall^k \exists^*\text{-WSat}\); (2) for every assignment \(\alpha : X \to \{0, 1\}\) of weight \(m > k\), the formula \(\exists Y. \psi[\alpha]\) is false; and (3) for every assignment \(\alpha : X \to \{0, 1\}\) of weight \(m < k\), the formula \(\exists Y. \psi[\alpha]\) is true.

Theorem 21. Agenda-Safety\(^{\text{maj}}\)(counterexample size) is \(\forall^k \exists^*\)-hard.

Proof. In order to show \(\forall^k \exists^*\)-hardness we provide an fpt-reduction from \(\forall^k \exists^*\text{-WSat}\) to Agenda-Safety\(^{\text{maj}}\)(counterexample size). Let \((\varphi, k)\) be an instance of \(\forall^k \exists^*\text{-WSat}\), where \(\varphi = \forall X. \exists Y. \psi\) is a quantified Boolean formula, \(X = \{x_1, \ldots, x_n\}\), and \(k\) is a positive integer. We may assume without loss of generality that \(\varphi\) satisfies properties (2) and (3) described in Lemma 20. We define the agenda \(\Phi = \{x_1, \neg x_1, \ldots, x_n, \neg x_n, (\psi \land z), \neg (\psi \land z)\}\), where \(z\) is a fresh variable. We claim that for all assignments \(\alpha : X \to \{0, 1\}\) of weight \(k\) it is the case that \(\exists Y. \psi[\alpha]\) is true if and only if every inconsistent subset \(\Phi'\) of \(\Phi\) of size \(k + 1\) has itself an inconsistent subset of size 2. A proof of this claim can be found in the appendix. 

Intuitively, restricting attention to only possible counterexamples of size \(k\), still leaves a search space of \(O(n^k)\) many possible counterexamples (where \(n\) is the input size). Moreover, since there is no restriction on the agenda, searching this space for a counterexample (or verifying that no such counterexample exists) is computationally hard.

4 Conclusion

We provided a parameterized complexity analysis of the problem of agenda safety for the majority rule in judgment aggregation, with the aim of obtaining fpt-reductions to SAT. We identified several negative cases, and one positive case, where the safety of the agenda can be decided in fpt-time using a small number of SAT calls. Moreover, for this positive case, we identified lower bounds on the number of SAT calls needed to solve the problem in fpt-time.

We hope that the initial results obtained in this paper prove to be the kick-off of a structured parameterized complexity investigation of problems in the field of computational social choice that are located at higher levels of the PH. Concretely, for the problem studied in this paper, additional parameters related to treewidth and backdoors could be considered (these notions have been applied successfully in many parameterized complexity analyses). In addition, it would be interesting to study the problem of agenda safety for other judgment aggregation procedures [18].
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Appendix: Proofs

Proof of Proposition 4 (continued). We prove that $\Psi$ is consistent if and only if $\Psi$.

Assume without loss of generality that $\varphi$ contains only the connectives $\land$ and $\neg$. Let $\text{Sub}(\varphi)$ denote the set of all subformulas of $\varphi$. We let $\text{Var}(\varphi') = \text{Var}(\varphi) \cup \{ z_x : x \in \text{Sub}(\varphi) \}$, where each $z_x$ is a fresh variable. We then define $\varphi'$ to be the formula $\chi_{\varphi} \land \bigwedge_{x \in \text{Sub}(\varphi)} \sigma(x)$, where we define the formulas $\sigma(x)$, for each $x \in \text{Sub}(\varphi)$ as follows:

$$\sigma(x) = \begin{cases} (z_i \rightarrow l) \land (l \rightarrow z_i) & \text{if } x = l \text{ is a literal,} \\
(z_x \rightarrow \neg z_x') \land (z_x' \rightarrow \neg z_x) & \text{if } x = \neg, \\
(z_x \rightarrow z_{x_1}) \land (z_x \rightarrow z_{x_2}) \land (\neg z_{x_1} \lor \neg z_{x_2} \rightarrow \neg z_x) & \text{if } x = x_1 \land x_2. \end{cases}$$

Let $\alpha : \text{Var}(\varphi) \rightarrow \{0,1\}$ be an arbitrary truth assignment. We claim that $\alpha$ satisfies $\varphi$ if and only if there exists an assignment $\beta : (\text{Var}(\varphi') \setminus \text{Var}(\varphi)) \rightarrow \{0,1\}$ such that $\alpha \cup \beta$ satisfies $\varphi'$. Define the assignment $\beta'$ as follows. For each $x \in \text{Sub}(\varphi)$, we let $\beta(z_x) = 1$ if and only if $\alpha$ satisfies $x$. Clearly, if $\alpha$ satisfies $\varphi$, then $\alpha \cup \beta'$ satisfies $\varphi'$. Conversely, for any assignment $\beta : (\text{Var}(\varphi') \setminus \text{Var}(\varphi)) \rightarrow \{0,1\}$ that does not coincide with $\beta'$, clearly, the assignment $\alpha \cup \beta$ does not satisfy some clause of $\varphi'$. Moreover, if $\alpha \cup \beta'$ satisfies $\varphi'$, then $\alpha$ satisfies $\varphi$.

Proof of Proposition 3 (continued). We prove that $\Psi$ is consistent if and only if $\Psi' = \{ \varphi'_1, \ldots, \varphi'_{i=m}, \neg \varphi'_j, \ldots, \neg \varphi'_{j=m} \}$ is consistent.

($\Rightarrow$) Let $\alpha : \text{Var}(\Psi) \rightarrow \{0,1\}$ be an assignment that satisfies all formulas in $\Psi$. By construction of the formulas $\varphi'_i$, by Lemma 4 and by the fact that for each $1 \leq i < j \leq n$ it is the case that $(\text{Var}(\varphi'_i) \setminus \text{Var}(\varphi'_j)) \cap (\text{Var}(\varphi'_j) \setminus \text{Var}(\varphi'_i)) = \emptyset$, we know that there exists an assignment $\beta : (\text{Var}(\Psi') \setminus \text{Var}(\Psi)) \rightarrow \{0,1\}$ such that $\alpha \cup \beta$ satisfies all formulas in $\Psi$.

($\Leftarrow$) Conversely, assume that there exists an assignment $\alpha : \text{Var}(\Psi') \rightarrow \{0,1\}$ that satisfies all formulas in $\Psi'$. Then, by construction of the formulas $\varphi'_i$, we know that $\text{Var}(\Psi') \subseteq \text{Var}(\Psi)$. Now, by Lemma 4, we know that $\alpha$ satisfies all formulas in $\Psi$ as well.

Proof of Proposition 4 (continued). We prove that $\Phi$ satisfies the median property if and only if $\varphi$ is true.

($\Rightarrow$) Suppose that $\varphi$ is false, i.e., there exists some $\alpha : X \rightarrow \{0,1\}$ such that $\forall \gamma. \neg \psi[\alpha]$ is true. Let $L = \{ x_i : 1 \leq i \leq n, \alpha(x_i) = 1 \} \cup \{ \neg x_i : 1 \leq i \leq n, \alpha(x_i) = 0 \}$. We know that $\alpha$ is the unique assignment to the variables in $X$ that satisfies $L$. Now consider $\Phi' = L \cup \{ (c_1 \land z_1), \ldots, (c_m \land z_m) \}$.

We firstly show that $\Phi'$ is inconsistent. We proceed indirectly and assume that $\Phi'$ is consistent, i.e., there exists an assignment $\beta : Y \cup Z \rightarrow \{0,1\}$ such that $\alpha \cup \beta$ satisfies $\Phi'$. Then $\alpha \cup \beta$ must satisfy each $c_i$. Therefore, $\beta$ satisfies $\psi[\alpha]$, which contradicts our assumption that $\forall \gamma. \neg \psi[\alpha]$ is true. Therefore, we can conclude that $\Phi'$ is inconsistent.

Next, we show that each subset $\Phi'' \subseteq \Phi'$ of size 2 is consistent. Let $\Phi'' \subseteq \Phi'$ be an arbitrary subset of size 2. We distinguish three cases: either (i) $\Phi'' = \{ i_1, i_2 \}$ for some $1 \leq i < j \leq n$; (ii) $\Phi'' = \{ i, (c_j \land \neg z_j) \}$ for some $1 \leq i \leq n$ and some $1 \leq j \leq m$; or (iii) $\Phi'' = \{ (c_i \land \neg z_i), (c_j \land \neg z_j) \}$ for some $1 \leq i < j \leq m$. In case (i), clearly $\Phi''$ is consistent. In case (ii) and (iii), $\Phi''$ is consistent because $c_i$ and $c_j$ are not unit clauses.

($\Leftarrow$) Conversely, suppose that $\Phi$ does not satisfy the median property, i.e., there exists an inconsistent subset $\Phi'' \subseteq \Phi$ that itself does not contain an inconsistent subset of size 2.

We show that $\varphi$ is false. Firstly, we show that $\Psi' = \Phi \setminus \{ \neg (c_1 \land \neg z_1), \ldots, \neg (c_m \land \neg z_m) \}$ is inconsistent. We proceed indirectly, and assume that $\Psi'$ is consistent, i.e., there exists an assignment $\gamma : \text{Var}(\Psi') \rightarrow \{0,1\}$ such that $\gamma$ satisfies $\Psi'$. Now let $Z' = \{ z_i : 1 \leq i \leq m, \neg (c_i \land \neg z_i) \in \Psi' \}$ and let $\gamma' : Z' \rightarrow \{0,1\}$ be defined by letting $\gamma'(z) = 0$ for all $z \in Z'$. Since $\Psi'$ contains no negated pairs of formulas, we know that $Z' \cap \text{Var}(\Psi') = \emptyset$. Then the
assignment $\gamma \cup \gamma'$ satisfies $\Phi'$, since $\gamma$ satisfies all $\psi \in \Phi'$ and $\gamma'$ satisfies all $\varphi \in \Phi' \cap \Psi'$. This is a contradiction with our assumption that $\Phi'$ is inconsistent, so we can conclude that $\Psi'$ is inconsistent.

Now let the assignment $\alpha : X \to \{0, 1\}$ be defined as follows. For each $x \in X$, we let $\alpha(x) = 1$ if $x \in \Psi'$, we let $\alpha(x) = 0$ if $\neg x \in \Psi'$, and we (arbitrarily) define $\alpha(x) = 1$ otherwise. We now show that $\neg \exists Y. \psi[\alpha]$ is true. We proceed indirectly, and assume that there exists an assignment $\beta : Y \to \{0, 1\}$ such that $\psi[\alpha \cup \beta]$ is true. Now consider the assignment $\gamma : Z \to \{0, 1\}$ such that $\gamma(z) = 0$ for all $z \in Z$. We claim that the assignment $\alpha \cup \beta \cup \gamma$ satisfies $\Psi'$. Let $\chi \in \Psi'$ be an arbitrary formula. We distinguish two cases: either (i) $\chi \in \{x_1, \neg x_1\}$ for some $1 \leq i \leq n$; or (ii) $\chi = (c_i \land \neg z_i)$ for some $1 \leq i \leq m$. In case (i), we know that $\alpha$ satisfies $\chi$. In case (ii), we know that $\alpha \cup \beta$ satisfies $\chi$, since $\alpha \cup \beta$ satisfies $\psi$, and since $\gamma$ satisfies $z_i$. This is a contradiction with our previous conclusion that $\Psi'$ is inconsistent, so we can conclude that $\neg \exists Y. \psi[\alpha]$ is true. From this, we know that $\forall X. \exists Y. \psi$ is false.

Proof of Lemma\textsuperscript{[4]} Let $\varphi = \forall X. \exists Y. \psi$ be an instance of $\forall \exists \text{-Sat}(3\text{CNF})$. We construct in polynomial time an equivalent instance $\varphi' = \forall X'. \exists Y'. \psi'$ of $\forall \exists \text{-Sat}(3\text{CNF})$ such that each $x \in X'$ occurs at most 2 times in $\psi'$ and each $y \in Y'$ occurs at most 3 times in $\psi'$.

Firstly, we construct an equivalent formula $\varphi_1 = \forall X. \exists Y. \psi_1$ such that each $x \in X_1$ occurs at most 2 times in $\psi_1$. We do this by repeatedly applying the following transformation. Let $z \in X$ be any variable that occurs $m > 3$ times in $\psi$. We create $m$ many copies $z_1, \ldots, z_m$ of $z$, that we add to the set $Y$ of existentially quantified variables. We replace each occurrence of $z$ in $\psi$ by a distinct copy $z_i$. Finally, we ensure equivalence of $\psi_1$ and $\psi$ by letting $\psi_1 = \psi \land \psi_{\text{equiv}}$, where we define $\psi_{\text{equiv}}$ to be the conjunction of binary clauses ($z_i \rightarrow z_i')$ for each $1 \leq i < m$, the binary clause ($z_m \rightarrow z_1$), and the binary clauses ($z \rightarrow z_1$) and ($z_1 \rightarrow z$). Repeated application of this transformation results in a formula $\varphi_1$ that satisfies the required properties.

Then, we transform $\varphi_1$ into an equivalent formula $\varphi_2 = \forall X. \exists Y. \psi_2$ such that each $y \in Y_2$ occurs at most 3 times in $\psi_2$. Moreover, each $x \in X$ occurs as many times in $\psi_2$ as it did in $\psi_1$ (i.e., twice). We use a similar strategy as we did in the first phase: we repeatedly apply the following transformation. Let $y \in Y_1$ be any variable that occurs $m > 3$ times in $\psi_1$. We create $m$ many copies $y_1, \ldots, y_m$ of $y$, that we add to the set $Y_1$ of existentially quantified variables. Then we replace each occurrence of $y$ in $\psi$ by a distinct copy $y_i$. Finally, we ensure equivalence of $\psi_2$ and $\psi_1$ by letting $\psi_2 = \psi_{\text{equiv}} \land \psi_1$, where we define $\psi_{\text{equiv}}$ to the conjunction of the binary clauses ($y_i \rightarrow y_{i+1}$) for all $1 \leq i < m$ and the binary clause ($y_m \rightarrow y_1$). Again, repeated application of this transformation results in a formula $\varphi_2$ that satisfies the required properties.

Proof of Lemma\textsuperscript{[11]} (continued). We claim that $\Phi$ does not satisfy the MP if and only if $(\varphi_1, \varphi_2) \in \text{SAT-UNSAT}$.\hspace{1em}($\Rightarrow$) Assume that $\Phi$ does not satisfy the MP. Then there exists a satisfiable complement-free subagenda $\Phi'' \subseteq \Phi$ such that each subset $\Phi'' \subseteq \Phi'$ of size 2 is satisfiable. We distinguish several cases: either (i) $\Phi' = B(\Phi) = \{\psi_1, \psi_2, \psi_3\}$, or (ii) the above case does not hold and $\Phi'$ contains $\psi_1$, or (iii) the above two cases do not hold.

We show that in case (i) we can conclude that $(\varphi_1, \varphi_2) \in \text{SAT-UNSAT}$. By assumption, every subset $\Phi'' \subseteq \Phi$ of size 2 is satisfiable. Therefore, we can conclude that the formula $\psi_1$ is satisfiable. Hence, $\varphi_1$ is satisfiable. Next, we show that $\varphi_2$ is unsatisfiable. We proceed indirectly, and we assume that there exists some assignment $\alpha : \text{Var}(\varphi_2) \rightarrow \{0, 1\}$ that satisfies $\varphi_2$. We construct a satisfying assignment $\alpha' : \text{Var}(\Phi) \rightarrow \{0, 1\}$ for $\Phi$, which leads to a contradiction. We let $\alpha'$ coincide with $\alpha$ on the variables in $\text{Var}(\varphi_2)$. Moreover, we know that there exists some satisfying assignment $\beta : \text{Var}(\varphi_1) \rightarrow \{0, 1\}$ for $\varphi_1$. We let $\alpha'$ coincide with $\beta$ on the variables in $\text{Var}(\varphi_1)$. Finally, we let $\alpha'(x) = 1$ for each $x \in \{r_1, r_2, r_3, p_1, p_2\}$.\hspace{1em}($\Leftarrow$) Assume that $(\varphi_1, \varphi_2) \in \text{SAT-UNSAT}$. Then there exists a satisfiable complement-free subagenda $\Phi'' \subseteq \Phi$ such that each subset $\Phi'' \subseteq \Phi'$ of size 2 is satisfiable. We distinguish several cases: either (i) $\Phi' = B(\Phi) = \{\psi_1, \psi_2, \psi_3\}$, or (ii) the above case does not hold and $\Phi'$ contains $\psi_1$, or (iii) the above two cases do not hold.

We show that in case (i) we can conclude that $(\varphi_1, \varphi_2) \in \text{SAT-UNSAT}$. By assumption, every subset $\Phi'' \subseteq \Phi$ of size 2 is satisfiable. Therefore, we can conclude that the formula $\psi_1$ is satisfiable. Hence, $\varphi_1$ is satisfiable. Next, we show that $\varphi_2$ is unsatisfiable. We proceed indirectly, and we assume that there exists some assignment $\alpha : \text{Var}(\varphi_2) \rightarrow \{0, 1\}$ that satisfies $\varphi_2$. We construct a satisfying assignment $\alpha' : \text{Var}(\Phi) \rightarrow \{0, 1\}$ for $\Phi$, which leads to a contradiction. We let $\alpha'$ coincide with $\alpha$ on the variables in $\text{Var}(\varphi_2)$. Moreover, we know that there exists some satisfying assignment $\beta : \text{Var}(\varphi_1) \rightarrow \{0, 1\}$ for $\varphi_1$. We let $\alpha'$ coincide with $\beta$ on the variables in $\text{Var}(\varphi_1)$. Finally, we let $\alpha'(x) = 1$ for each $x \in \{r_1, r_2, r_3, p_1, p_2\}$.
Clearly, \( \alpha' \) satisfies all formulas in \( \Phi \) then. This leads to a contradiction with the fact that \( \Phi \) is unsatisfiable, and therefore we can conclude that \( \varphi_2 \) is unsatisfiable.

Next, we show that case (ii) cannot occur. We know that \( \psi_1 \in \Phi' \), and that each subset \( \Phi' \subseteq \Phi \) of size 2 is satisfiable. Therefore, we know that \( \varphi_1 \) is satisfiable. Let \( \beta : \text{Var}(\varphi_1) \rightarrow \{0,1\} \) be a satisfying assignment for \( \varphi_1 \). We extend the assignment \( \beta \) to an assignment \( \beta' : \text{Var}(\Phi) \rightarrow \{0,1\} \) that satisfies \( \Phi' \). We let \( \beta'(r_1) = \beta'(p_1) = 1 \). If \( \psi_2 \in \Phi \), we let \( \beta'(r_2) = \beta'(p_2) = 1 \); otherwise, if \( \neg \psi_2 \in \Phi \), we let \( \beta'(r_2) = 0 \). If \( \psi_3 \in \Phi \), we let \( \beta'(r_3) = 1 \) and \( \beta'(p_3) = 0 \); otherwise, if \( \neg \psi_3 \in \Phi \), we let \( \beta'(r_3) = 0 \). On the other variables, we let \( \beta' \) be defined arbitrarily. Since not both \( \psi_2 \in \Phi \) and \( \psi_3 \in \Phi \), we know that \( \beta' \) is well-defined. It is easy to verify that \( \beta' \) satisfies \( \Phi' \), which is a contradiction with our assumption that \( \Phi' \) is unsatisfiable. From this we can conclude that case (ii) cannot occur.

Finally, we show that case (iii) cannot occur either. We construct an assignment \( \beta : \text{Var}(\Phi) \rightarrow \{0,1\} \) that satisfies \( \Phi' \). We know that \( \neg \psi_1 \in \Phi' \). Let \( \beta(r_1) = \beta(p_1) = 0 \). If \( \psi_2 \in \Phi' \), we let \( \beta(r_2) = \beta(p_2) = 1 \); otherwise, if \( \neg \psi_2 \in \Phi' \), we let \( \beta(r_2) = 0 \). If \( \psi_3 \in \Phi' \), we let \( \beta(r_3) = 1 \); otherwise, if \( \neg \psi_3 \in \Phi' \), we let \( \beta(r_3) = 0 \). It is easy to verify that \( \beta \) satisfies \( \Phi \), which is a contradiction with our assumption that \( \Phi' \) is unsatisfiable. From this we can conclude that case (iii) cannot occur.

\((\Leftarrow)\) Conversely, assume that \( \varphi_1 \) is satisfiable and that \( \varphi_2 \) is unsatisfiable. Then consider the complement-free subagenda \( \Phi' \subseteq \Phi \) given by \( \Phi' = B(\Phi) = \{\psi_1, \psi_2, \psi_3\} \). Since \( \psi_1, \psi_2 \models p_1 \land p_2 \) and \( \varphi_2 \) is unsatisfiable, we get that \( \Phi' \) is unsatisfiable. However, since \( \varphi_1 \) is satisfiable, we get that each subset of \( \Phi' \) of size 2 is satisfiable. Therefore, \( \Phi \) does not satisfy the MP.

**Proof of Proposition 2** \( \text{(continued)} \). We prove that \( \Phi \) does not satisfy the median property if and only if \( (\chi, \psi_1) \in \text{SAT-UNSAT} \) for some \( 1 \leq i \leq \ell \).

Assume that \( \Phi \) does not satisfy the median property. Then there exists a subset \( \Phi' \subseteq \Phi \) that is unsatisfiable such that each \( \Phi'' \subseteq \Phi' \) of size 2 is satisfiable. Moreover, we can assume \( \Phi' \) to be minimal with this property. Since \( \Phi \) is partitioned into the variable disjoint subsets \( \Phi_i \), and since \( \Phi' \) is minimal, we know that \( \Phi' \subseteq \Phi_i \), for some \( 1 \leq i \leq \ell \). Then \( \Phi_i \) does not satisfy the median property, from which we can conclude that \( (\chi, \psi_1) \in \text{SAT-UNSAT} \).

Conversely, assume that \( (\chi, \psi_1) \in \text{SAT-UNSAT} \) for some \( 1 \leq i \leq \ell \). Then by construction of \( \Phi_i \), we know that \( \Phi_i \) does not satisfy the median property. Therefore, since \( \Phi_i \subseteq \Phi \), we know that \( \Phi \) does not satisfy the median property.

**Proof of Lemma 4**. We use the algorithm \( A \) to construct an \( \text{fpt} \)-reduction from \( P \) to \( \text{BH} \)-level)-\( \text{SAT} \). We will use the known fact that a disjunction of \( m \) many \( \text{SAT-UNSAT} \) instances can be reduced to a single instance of \( \text{BH} \)-level)-\( \text{SAT} \). Let \( (x,k) \) be an instance of \( P \). We may assume without loss of generality that \( A \) makes exactly \( g(k) \) many \( \text{SAT} \) calls on any input \( (x,k) \). Consider the set \( B = \{0,1\}^{g(k)} \). We interpret each sequence \( \bar{b} = (b_1, \ldots, b_{g(k)}) \in B \) as a sequence of answers to the \( \text{SAT} \) calls made by \( A \); a 0 corresponds to the answer of the \( \text{SAT} \) call being “unsatisfiable” and a 1 corresponds to the answer being “satisfiable.” For each \( \bar{b} \in B \), we simulate the algorithm \( A \) on input \( (x,k) \) by using the answer specified by \( b_i \) to the \( i \)-th \( \text{SAT} \) call. Let us write \( A_{\bar{b}}(x,k) \) to denote the simulation of \( A \) on input \( (x,k) \) where the answers to the \( \text{SAT} \) calls are specified by \( \bar{b} \). By performing this simulation for each \( \bar{b} \in B \), we can determine in \( \text{fpt} \)-time the set \( B' \subseteq B \) of sequences \( \bar{b} \) such that \( A_{\bar{b}}(x,k) \) accepts.

We know that \( A \) accepts \( (x,k) \) if and only if the “correct” sequence of answers is contained in \( B' \), in other words, \( A \) accepts \( (x,k) \) if and only if there exists some \( \bar{b} \in B' \) such that for each \( b_i \) it holds that if \( b_i = 0 \) then \( \psi_i \) is unsatisfiable, and if \( b_i = 1 \) then \( \psi_i \) is satisfiable, where \( \psi_i \) denotes the formula used for the \( i \)-th \( \text{SAT} \) call made by \( A_{\bar{b}}(x,k) \). For each \( \bar{b} \in B' \), we construct an instance \( l(\bar{b}) = (\varphi_1, \varphi_0) \) of \( \text{SAT-UNSAT} \) that is a yes-instance if and only if the above condition holds for sequence \( \bar{b} \), as follows. Let \( (\psi_1, \ldots, \psi_{g(k)}) \) be the propositional formulas that \( A_{\bar{b}}(x,k) \) uses for the \( \text{SAT} \) calls, i.e., \( \psi_i \) corresponds to the formula used for the
We show that for all assignments \( \psi_i \) that the formulas \( \psi_i \) are variable disjoint, i.e., for each \( 1 \leq i < i' \leq g(k) \), it holds that \( \text{Var}(\psi_i) \cap \text{Var}(\psi_{i'}) = \emptyset \). We construct the instance \((\varphi_1, \psi_0)\) as follows:

\[
\begin{align*}
C_1 &= \{ 1 \leq i \leq g(k) : b_i = 1 \}; \\
\varphi_1 &= \bigwedge_{j \in C_1} \psi_j; \\
C_0 &= \{ 1 \leq i \leq g(k) : b_i = 0 \}; \quad \text{and} \\
\varphi_0 &= \bigvee_{j \in C_0} \psi_j;
\end{align*}
\]

It is straightforward to verify that \( I(\bar{b}) \in \text{SAT-UNSAT} \) if and only if \( \bar{b} \) corresponds to the “correct” sequence of answers for the SAT calls made by \( A \), i.e., for each \( b_i \) with \( b_i = 0 \) it holds that \( \psi_i \) is unsatisfiable, and for each \( b_i \) with \( b_i = 1 \) it holds that \( \psi_i \) is satisfiable.

We constructed \( \ell \) many instances \( I(\bar{b}_1), \ldots, I(\bar{b}_\ell) \) of SAT-UNSAT, for some \( \ell \leq 2^g(k) \), such that the algorithm \( A \) accepts the instance \((x, k)\), and thus \((x, k) \in P\), if and only if there exists some \( 1 \leq i \leq \ell \) such that \( I(\bar{b}_i) \in \text{SAT-UNSAT} \). In other words, we reduced our original instance \((x, k)\) of \( P \) to a disjunction of \( \ell \leq 2^g(k) \) many instances of SAT-UNSAT. We know that such a disjunction can be reduced to an instance of BH\(_{2^\ell}\)-SAT \[11\]. This completes our fpt-reduction from \( P \) to BH\(\text{(level)}\).

Proof of Theorem \[12\]: Assume that AGENDA-SAFETY\(^{\text{maj}}\)(agenda size) is solvable by an fpt-algorithm that uses \( h(k) = \alpha(\log k) \) many SAT calls. We show that the BH collapses, and thus that consequently, the PH collapses. By Proposition \[12\] we know that BH\(\text{(level)}\)-SAT can be fpt-reduced to the problem AGENDA-SAFETY\(^{\text{maj}}\)(agenda size) in such a way that the parameter value \( k \) increases at most linearly to \( h'(k) = O(k) \). By Lemma \[14\] we know that AGENDA-SAFETY\(^{\text{maj}}\)(agenda size) can be fpt-reduced to BH\(\text{(level)}\)-SAT in such a way that the resulting parameter value \( k' \) is bounded by a function \( h''(k') = 2^{O(k)} \), where \( k \) is the original parameter value. We can now combine these fpt-reductions to obtain a polynomial-time reduction that witnesses the collapse of the BH. We know that there exists some integer \( \ell \) such that \( h''(h'(h(\ell))) = \ell' < \ell \). Applying the composing the fpt-reductions gives us a polynomial-time reduction from the problem BH\(_z\)-SAT to the problem BH\(_{2^\ell}\)-SAT. Since \( \ell' < \ell \), this shows that the BH collapses to the \( \ell' \)-th level. Since a collapse of the BH implies a collapse of the PH \[26\] \[12\], the result follows.

Proof of Lemma \[20\]: Let \((\varphi, k)\) be an instance of \( \forall^k \exists^\ast \)-WSAT, with \( \varphi = \forall X . \exists Y . \psi \). We construct the instance \( \varphi' = \forall X . \exists Y . Z . \psi \) as follows. We define the set \( Z = \{ z_{x,i} : x \in X, 1 \leq i \leq k \} \). Intuitively, these variables keep track of how many variables in \( X \) are set to true. We define the formula \( \psi' = \psi_{\text{proper}} \land (\psi_{\text{few}} \lor \psi) \), where \( \psi_{\text{proper}} = \bigwedge_{z_{x,i} \in \{0,1\}} \left( \bigwedge_{1 \leq i \leq k} z_{x,i} \land \bigwedge_{1 \leq r' < k} z_{x,i} \land \bigwedge_{x \in X} (\neg z_{x,i} \lor \neg z_{x,r'}) \land \bigwedge_{x \in X} (\neg z_{x,i} \lor \neg z_{x,r'}) \right) \), and \( \psi_{\text{few}} = \bigvee_{1 \leq i \leq k} \bigwedge_{x \in X} \neg z_{x,i} \). The formula \( \psi_{\text{proper}} \) enforces that for any \( x \in X \) that is set to true, there must be some \( 1 \leq i \leq k \) such that \( z_{x,i} \) is set to true as well. Moreover, it enforces that for each \( x \in X \) that is not set to true, there is at most one \( 1 \leq i \leq k \) such that \( z_{x,i} \) is true, and for each \( 1 \leq i \leq k \), there is at most one \( x \in X \) such that \( z_{x,i} \) is true. The formula \( \psi_{\text{few}} \) is true if and only if there exists some \( 1 \leq i \leq k \) such that \( z_{x,i} \) is false for all \( x \in X \).

It is now straightforward to verify that for each assignment \( \alpha : X \to \{0,1\} \) it holds that (i) if \( \alpha \) has weight \( k \), then \( \exists Y . Z . \psi'[\alpha] \) is true if and only if \( \exists Y . \psi[\alpha] \) is true, (ii) if \( \alpha \) has weight less than \( k \), then \( \exists Y . Z . \psi'[\alpha] \) is always true, and (iii) if \( \alpha \) has weight more than \( k \), then \( \exists Y . Z . \psi'[\alpha] \) is never true.

Proof of Theorem \[21\]: (continued). We show that for all assignments \( \alpha : X \to \{0,1\} \) of weight \( k \) it is the case that \( \exists Y . \psi[\alpha] \) is true if and only if every inconsistent subset \( \Phi' \) of \( \Phi \) of size \( k + 1 \) has itself an inconsistent subset of size 2.
We show that \( \Phi \) contains both \( \varphi \) and \( \neg \varphi \). If \( \Phi' \) does not contain \( (\varphi \wedge z) \), we can easily satisfy \( \Phi' \) by setting \( z \) to false and satisfying all literals in \( \Phi' \). Therefore, \( (\varphi \wedge z) \in \Phi' \). We show that \( \Phi' \) contains exactly \( k \) positive literals \( x_j \) for some \( 1 \leq j \leq m \). We proceed indirectly, and assume the contrary, i.e., that \( \Phi' \) contains at most \( k - 1 \) many positive literals \( x_j \) for some \( 1 \leq j \leq m \).

Let \( L = \Phi' \cap X \). Consider the assignment \( \alpha : X \rightarrow \{0,1\} \) such that \( \alpha(x) = 1 \) if and only if \( x \in \Phi \). Clearly, \( \alpha \) has weight strictly less than \( k \). Therefore, we know that there exists an assignment \( \beta : Y \rightarrow \{0,1\} \) such that \( \alpha \cup \beta \) satisfies \( \psi \). Additionally, consider the assignment \( \gamma : \{z\} \rightarrow \{0,1\} \) such that \( \gamma(z) = 1 \). Then \( \alpha \cup \beta \cup \gamma \) satisfies \( \Phi' \), which contradicts our assumption that \( \Phi' \) is inconsistent. From this we can conclude that \( \Phi' \cap X = k \).

Now, again consider the assignment \( \alpha : X \rightarrow \{0,1\} \) such that \( \alpha(x) = 1 \) if and only if \( x \in \Phi \). Clearly, \( \alpha \) has weight \( k \). We show that the formula \( \exists Y.\psi[\alpha] \) is false. We proceed indirectly, and assume that there exists an assignment \( \beta : Y \rightarrow \{0,1\} \) such that \( \alpha \cup \beta \) satisfies \( \psi \).

Consider the assignment \( \gamma : \{z\} \rightarrow \{0,1\} \) such that \( \gamma(z) = 1 \). It is straightforward to verify that \( \alpha \cup \beta \cup \gamma \) satisfies \( \Phi' \), which contradicts our assumption that \( \Phi' \) is inconsistent. Therefore, we conclude that \( \exists Y.\psi[\alpha] \) is false, and thus that it is not the case that for all assignments \( \alpha : X \rightarrow \{0,1\} \) of weight \( k \) it is the case that \( \exists Y.\psi[\alpha] \) is true.

\( (\Rightarrow) \) Assume that there exists an inconsistent subset \( \Phi' \) of \( \Phi \) of size \( k + 1 \) that has itself no inconsistent subset of size 2. It is straightforward to see that for no \( \varphi \in \Phi \), \( \Phi' \) contains both \( \varphi \) and \( \neg \varphi \). From this we can conclude that \( \Phi' \) does not satisfy \( \psi \). From this we can conclude that \( \beta(x) = 0 \) for all \( x \in X \setminus L \). Then the restriction of \( \beta \) to the variables in \( X \) has weight \( m > k \). Therefore, since for all assignments \( \beta' : X \rightarrow \{0,1\} \) of weight strictly larger than \( k \) the formula \( \exists Y.\psi[\beta'] \) is false, we know that \( \beta \) does not satisfy \( \psi \). From this we can conclude that \( \beta(x) = 0 \) for all \( x \in X \setminus L \). We then know that the restriction \( \beta|_X \) of \( \beta \) to the variables in \( X \) has weight \( k \). Also, since \( (\varphi \wedge z) \in \Phi \), we know that \( \beta \) satisfies \( \psi \). This is a contradiction with our assumption that \( \neg \exists Y.\psi[\beta|_X] \) is true. Therefore, we know that \( \beta \) cannot exist, and thus that \( \Phi' \) is inconsistent.

We now show that each subset \( \Phi'' \) of \( \Phi' \) of size 2 is consistent. Let \( \Phi'' \subset \Phi' \) be an arbitrary subset of size 2. We distinguish two cases: either (i) \( \Phi'' = \{x_i, x_j\} \) for some \( 1 \leq i < j \leq n \), or (ii) \( \Phi'' = \{x_i, (\varphi \wedge z)\} \) for some \( 1 \leq i \leq n \). In case (i), clearly \( \Phi'' \) is consistent. In case (ii), we get that \( \Phi'' \) is consistent by the fact that for every assignment \( \alpha : X \rightarrow \{0,1\} \) of weight \( m < k \) the formula \( \exists Y.\psi[\alpha] \) is true. This completes our proof that \( \Phi' \) does not satisfy the median property.