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Formal semantics vs distributional semantics

The two frameworks have opposing strengths and weaknesses:

Distributional Semantics Formal Semantics

+ meaning as an abstraction over

distributional information

– not compositional

+ focuses on content words

– purely extensional notion of

meaning

+ compositional

+ focuses on function words

NP
λx.P (x) ∧ black(x)

Adj

black
λP.λx.P (x) ∧ black(x)

N

cat
λx.cat(x)

Compositionality?

The meaning of a complex expression is determined by the
meanings of its constituents and its syntactic structure.
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Treatment of adjectives in formal semantics

J cat K

J black K

J black cat K = J black K ∩ J cat K ?

But what about fake, large — and ultimatively even black?
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Formal semantics vs distributional semantics

Adjectives as functions

Most adjectives are non-intersective.

I Account for their meaning variation by viewing them as
a function!

JNP K = JA K(JN K)

I can be sensitive to the noun

I need not return a subset of JN K

But how to construct these functions?
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Adjectives as linear maps

Adjectives are matrices

They are endomorphic linear maps in noun space:

#    –

AN = A · #–

N

I If we know

1 the context vector of the AN-pair
#    –

AN

2 the context vector of the noun
#–

N ,

then we can estimate the adjective matrix A.

I This estimation is done by partial least square regression.

In contrast to Guevara (2010):

The A matrices are specific to a single adjective.
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Adjectives as linear maps

Experimental setup

� 2.83 billion token corpus

� test set: 26,440 attested AN pairs

� semantic space:
� co-occurrence matrix with sentence-internal co-occurrence

counts
� raw counts transformed into Local Mutual Information scores
� dimensionality reduction by Singular Value Decomposition:

40,999× 300 matrix
� semantic space also populated by adjectives and nouns not

included in the AN test set
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Evaluation

Predicting adjective noun vectors

Intuitively,. . .

. . . we want the predicted
#    –

AN vectors to approximate the observed
ones as closely as possible.

I Evaluate the system based on this:

1 compute cosine of the predicted
#    –

AN vector with all of the 41K
vectors populating the semantic space

2 rank these vectors by the obtained cosine values

3 for each of the 26K observed
#    –

AN vectors, check its position in
the ranking
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Evaluation

Predicting adjective noun vectors

in the cosine-ranked lists. The lower the rank, the
better the approximation. For efficiency reasons, we
flatten out the ranks after the top 1,000 neighbors.

The results are summarized in Table 3 by the me-
dian and the other quartiles, calculated across all
26,440 ANs in the test set. These measures (unlike
mean and variance) are not affected by the cut-off
after 1K neighbors. To put the reported results into
perspective, a model with a first quartile rank of 999
does very significantly better than chance (the bino-
mial probability of 1/4 or more of 26,440 trials be-
ing successful with π = 0.024 is virtually 0, where
the latter quantity is the probability of an observed
AN being at rank 999 or lower according to a geo-
metric distribution with π=1/40999).

method 25% median 75%
alm 17 170 ≥1K
add 27 257 ≥1K
noun 72 448 ≥1K
mult 279 ≥1K ≥1K
slm 629 ≥1K ≥1K
adj ≥1K ≥1K ≥1K

Table 3: Quartile ranks of observed ANs in cosine-ranked
lists of predicted AN neighbors.

Our proposed method, alm, emerges as the best
approach. The difference with the second best
model, add (the only other model that does better
than the non-trivial baseline of using the compo-
nent noun vector as a surrogate for AN), is highly
statistically significant (Wilcoxon signed rank test,
p< 0.00001). If we randomly downsample the AN
set to keep an equal number of ANs per adjective
(200), the difference is still significant with p below
the same threshold, indicating that the general result
is not due to a better performance of alm on a few
common adjectives.1

Among the alternative models, the fact that the
performance of add is decidedly better than that of
mult is remarkable, since earlier studies found that

1The semantic space in which we rank the observed ANs
with respect to their predicted counterparts also contain the ob-
served vectors of nouns and ANs that were used to train alm.
We do not see how this should affect performance, but we nev-
ertheless repeated the evaluation leaving out, for each AN, the
observed items used in training, and we obtained the same re-
sults reported in the main text (same ordering of method perfor-
mance, and very significant difference between alm and add).

multiplicative models are, in general, better than ad-
ditive ones in compositionality tasks (see Section 2
above). This might depend on the nature of AN
composition, but there are also more technical is-
sues at hand: (i) we are not sure that previous stud-
ies normalized before summing like we did, and
(ii) the multiplicative model, as discussed in Section
4, does not benefit from SVD reduction. The sin-
gle linear mapping model (slm) proposed by Gue-
vara (2010) is doing even worse than the multiplica-
tive method, suggesting that a single set of weights
does not provide enough flexibility to model a vari-
ety of adjective transformations successfully. This
is at odds with Guevara’s experiment in which slm
outperformed mult and add on the task of ranking
predicted ANs with respect to a target observed AN.
Besides various differences in task definition and
model implementation, Guevara trained his model
on ANs that include a wide variety of adjectives,
whereas our training data were limited to ANs con-
taining one of our 36 test set adjectives. Future work
should re-evalute the performance of Guevara’s ap-
proach in our task, but under his training regime.

Looking now at the alm results in more detail, the
best median ranks are obtained for very frequent ad-
jectives. The top ones are new (median rank: 34),
great (79), American (82), large (82) and different
(97). There is a high inverse correlation between
median rank and adjective frequency (Spearman’s
ρ =−0.56). Although from a statistical perspec-
tive it is expected that we get better results where
we have more data, from a linguistic point of view it
is interesting that alm works best with extremely fre-
quent, highly polysemous adjectives like new, large
and different, that border on function words – a do-
main where distributional semantics has generally
not been tested.

Although, in relative terms and considering the
difficulty of the task, alm performs well, it is still far
from perfect – for 27% alm-predicted ANs, the ob-
served vector is not even in the top 1K neighbor set!
A qualitative look at some of the most problematic
examples indicates however that a good proportion
of them might actually not be instances where our
model got the AN vector wrong, but cases of anoma-
lous observed ANs. The left side of Table 4 com-
pares the nearest neighbors (excluding each other)
of the observed and alm-predicted vectors in 10 ran-

However. . .

For 27% of the alm-predicted
#    –

AN vectors, the observed
#    –

AN
vector is not in the top-1K neighbourset.
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Evaluation

In more detail. . .

The best results were obtained for high frequent adjectives:

new, great, American, large, different. . .

I new, large, different:
highly polysemous, bordering on function words!

I Can the model capture the polysemous nature of adjectives?

I Ideally, adjective meanings would arise only in combination
with the noun they modify. Recall Pustejovsky’s Generative
Lexicon!
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Evaluation

Dealing with polysemy

I Hope: certain weights affect only certain features

I Example: green could map concrete features to colour
dimensions and abstract features to political dimensions
ωα11 ωα12 ωβ13 ωβ14 ωβ15

ωα21 ωα22 ωβ23 ωβ24 ωβ25

ωα31 ωα32 ωβ33 ωβ34 ωβ35

ωα41 ωα42 ωβ43 ωβ44 ωβ45

ωα51 ωα52 ωβ53 ωβ54 ωβ55



α1

α2

0
0
0




0
0
β1
β2
β3


#         –green

#       –

chair
#                  –
initiative
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Evaluation

Problematic cases. . .

� often attributable to anomalous observed
#    –

AN vectors
� model is worse at approximating the

#    –

AN vectors of rare
adjectives

SIMILAR DISSIMILAR
adj N obs. neighbor pred. neighbor adj N obs. neighbor pred. neighbor

common understanding common approach common vision American affair Am. development Am. policy
different authority diff. objective diff. description current dimension left (a) current element
different partner diff. organisation diff. department good complaint current complaint good beginning
general question general issue same great field excellent field gr. distribution

historical introduction hist. background same historical thing different today hist. reality
necessary qualification nec. experience same important summer summer big holiday

new actor new cast same large pass historical region large dimension
recent request recent enquiry same special something little animal special thing

small drop droplet drop white profile chrome (n) white show
young engineer young designer y. engineering young photo important song young image

Table 4: Left: nearest neighbors of observed and alm-predicted ANs (excluding each other) for a random set of ANs
where rank of observed w.r.t. predicted is 1. Right: nearest neighbors of predicted and observed ANs for random set
where rank of observed w.r.t. predicted is ≥ 1K.

domly selected cases where the observed AN is the
nearest neighbor of the predicted one. Here, the
ANs themselves make sense, and the (often shared)
neighbors are also sensible (recent enquiry for re-
cent request, common approach and common vision
for common understanding, etc.). Moving to the
right, we see 10 random examples of ANs where the
observed AN was at least 999 neighbors apart from
the alm prediction. First, we notice some ANs that
are difficult to interpret out-of-context (important
summer, white profile, young photo, large pass, . . . ).
Second, at least subjectively, we find that in many
cases the nearest neighbor of predicted AN is actu-
ally more sensible than that of observed AN: cur-
rent element (vs. left) for current dimension, histori-
cal reality (vs. different today) for historical thing,
special thing (vs. little animal) for special some-
thing, young image (vs. important song) for young
photo. In the other cases, the predicted AN neighbor
is at least not obviously worse than the observed AN
neighbor.

There is a high inverse correlation between the
frequency of occurrence of an AN and the rank of
the observed AN with respect to the predicted one
(ρ =−0.48), suggesting that our model is worse at
approximating the observed vectors of rare forms,
that might, in turn, be those for which the corpus-
based representation is less reliable. In these cases,
dissimilarities between observed and expected vec-
tors, rather than signaling problems with the model,
might indicate that the predicted vector, based on a
composition function learned from many examples,

is better than the one directly extracted from the cor-
pus. The examples in the right panel of Table 4 bring
some preliminary support to this hypothesis, to be
systematically explored in future work.

7 Study 3: Comparing adjectives

If adjectives are functions, and not corpus-derived
vectors, is it still possible to compare them mean-
ingfully? We explore two ways to accomplish this
in our framework: one is to represent adjectives by
the average of the AN vectors that contain them
(the centroid vectors whose neighbors are illustrated
in Table 1 above), and the other to compare them
based on the 300×300 weight matrices we esti-
mate from noun-AN pairs (we unfold these matri-
ces into 90K-dimensional vectors). We compare the
quality of these representations to that of the stan-
dard approach in distributional semantics, i.e., rep-
resenting the adjectives directly with their corpus
co-occurrence profile vectors (in our case, projected
onto the SVD-reduced space).

We evaluate performance on the task of cluster-
ing those 19 adjectives in our set that can be rel-
atively straightforwardly categorized into general
classes comprising a minimum of 4 items. The
test set built according to these criteria contains 4
classes: color (white, black, red, green), positive
evaluation (nice, excellent, important, major, ap-
propriate), time (recent, new, current, old, young),
and size (big, huge, little, small, large). We clus-
ter with the CLUTO toolkit (Karypis, 2003), us-
ing the repeated bisections with global optimization
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Since adjectives are no longer represented as vectors — how can we
still compare them meaningfully?

Two methods:

1 represent adjective by the centroid of all
#    –

AN vectors
containing the adjective

American adult, American menu. . . ; American N centroid

2 unfold 300× 300 matrix into 90K-dimensional vector
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Evaluation

Comparing adjectives

Does this capture semantic similarity?

I Clustering adjectives:

white nice recent big
black excellent new huge
red important current little
green major old small

appropriate young large

I Results:

method, accepting all of CLUTO’s default values
for this choice. Cluster quality is evaluated by per-
centage purity (Zhao and Karypis, 2003). If ni

r is
the number of items from the i-th true (gold stan-
dard) class assigned to the r-th cluster, n is the to-
tal number of items and k the number of clusters,
then: Purity = 1

n

∑k
r=1max

i
(ni

r). We calculate
empirical 95% confidence intervals around purity by
a heuristic bootstrap procedure based on 10K resam-
plings of the data set (Efron and Tibshirani, 1994).
The random baseline distribution is obtained by 10K
random assignments of adjectives to the clusters, un-
der the constraint that no cluster is empty.

Table 5 shows that all methods are significantly
better than chance. Our two “indirect” represen-
tations achieve similar performance, and they are
(slightly) better than the traditional method based on
adjective co-occurrence vectors. We conclude that,
although our approach does not provide a direct en-
coding of adjective meaning in terms of such inde-
pendently collected vectors, it does have meaningful
ways to represent their semantic properties.

input purity
matrix 73.7 (68.4-94.7)
centroid 73.7 (63.2-94.7)
vector 68.4 (63.2-89.5)
random 45.9 (36.8-57.9)

Table 5: Percentage purity in adjective clustering with
bootstrapped 95% confidence intervals.

8 Conclusion

The work we reported constitutes an encouraging
start for our approach to modeling (AN) composi-
tion. We suggested, along the way, various direc-
tions for further studies. We consider the following
issues to be the most pressing ones.

We currently train each adjective-specific model
separately: We should explore hierarchical model-
ing approaches that exploit similarities across adjec-
tives (and possibly syntactic constructions) to esti-
mate better models.

Evaluation-wise, the differences between ob-
served and predicted ANs must be analyzed more
extensively, to support the claim that, when their
vectors differ, model-based prediction improves on
the observed vector. Evaluation in a more applied

task should also be pursued – in particular, we will
design a paraphrasing task similar to the one pro-
posed by Mitchell and Lapata to evaluate noun-verb
constructions.

Since we do not collect vectors for the “functor”
component of a composition process (for AN con-
structions, the adjective), our approach naturally ex-
tends to processes that involve bound morphemes,
such as affixation, where we would not need to col-
lect independent co-occurrence information for the
affixes. For example, to account for re- prefixation
we do not need to collect a re- vector (required by all
other approaches to composition), but simply vec-
tors for a set of V/reV pairs, where both members of
the pairs are words (e.g., consider/reconsider).

Our approach can also deal, out-of-the-box, with
recursive constructions (sad little red hat), and can
be easily extended to more abstract constructions,
such as determiner N (mapping dog to the/a/one
dog). Still, we need to design a good testing scenario
to evaluate the quality of such model-generated con-
structions.

Ultimately, we want to compose larger and larger
constituents, up to full sentences. It remains to be
seen if the approach we proposed will scale up to
such challenges.
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K. Erk and S. Padó. 2009. Paraphrase assessment
in structured vector space: Exploring parameters and
datasets. In Proceedings of the EACL GEMS Work-
shop, pages 57–65.



Conclusion

� adjectives representable as matrices

� in line with their formal semantics treatment as functions

� learnable from co-occurrence data of adjective-noun pairs

� reliable predictions for adjective-noun vectors

� adjectives still comparable with regard to semantic similarity



Discussion /Open questions

� Can we really use centroids to represent polysemous
adjectives?

� Is the model limited to attributive adjectives, or can it also be
applied to predicative constructions?

� Baroni and Zamparelli claim that the model can naturally deal
with recursion. They do not explicitly test this, though. So,
can it?
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